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Conditional Neural Processes (CNPs) meta-learn a 
mapping from context sets 𝐷! to predictive distributions 
at target locations 𝑥" , 𝑝# 𝑦" 𝑥"; 𝐷$ , using neural 
networks.
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MNIST Image Completion

Image Completion Flexibility

Extension: ConvCNPs

Maximum Likelihood Training

Desirable Properties
1. Data-efficient (using meta-learning)
2. Fast predictions at test time: 𝒪 𝑛 +𝑚 for predicting 

at 𝑚 target locations with 𝑛 context observations
3. Good uncertainty representation (by modelling 

stochastic processes)
4. Data-driven expressivity (using deep learning)

Minimize using gradient descent:
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Generalise & 
extrapolate

Avoid
underfitting

Handle arbitrary context set patterns

Increase image resolution

CelebA Image Completion

Add inductive bias: Translation Equivariance
Context

Variance

Mean

Context

Variance

Mean


