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Conclusion

Generation

• Variational methods improve over naive CL approaches

• VCL applies to both discriminative and generative models

• Coresets improve both naive and VCL performance


• Selection algorithm inconsequential

• VGR reduces coresets memory footprint

• VCL can be applied to CNNs


• CNN matches FC performance with fewer parameters

• LRT suboptimal for CNNs     
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• Continual Learning (CL) requires balance between:

• Plasticity (Catastrophic Forgetting)

• Stability (Inability to adapt)

 Discriminative Model

Split-MNIST

• VCL avoids catastrophic forgetting

• VGR improves on explicit coresets

• CNN: complexity vs. performance

• VGR: underperforms from unstructured images

• Performance plateaus with coreset size

Naive VCL

• VCL preserves old tasks’ structure

• VCL outperforms other generative CL methods

• Architectures:

• Fully-Connected

• CNNs


• Coreset Memory Enhancement:

• Random Coresets

• K-Center Coresets

• Variational Generative Replay (VGR)

• Sampling:

 Generative Model

Permuted-MNIST

MNIST

NotMNIST

Code available at https://github.com/goldfarbDave/vcl

https://github.com/goldfarbDave/vcl

