Motivation
- Regular feed forward neural networks use point estimates of weights
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Bayes by Backprop (BBB)
- Instead of point estimates, learn probability distribution on the weights
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- Exact Bayesian inference is intractable, instead use variational
approximation to the posterior
- Find parameters 8 of a distribution on the weights g(w|8)
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- Generalisation of the Gaussian reparameterisation trick

0 of(w,0) ow  Of(w,0)

- Approximation of the exact cost using Monte Carlo sampling

F(D,0)~ Z log g(w'?|0) — log P(w¥)) — log P(D|w?)
i—1

- Inference performed using an uncountably infinite neural networks

P(y|x) =Epw(p) [ P(¥|X, W)]

bm,j = Ym.j + 4/ 0,iCm.;
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Kingma et al. [2]

Reparameterisation Tricks
Wi,j = Wi,j + 0ij€i,j
Ez',j ~ N(O, ].)

Blundell et al. [1]

Cm,j ~ N(O, 1)

Regression MNIST
Table 1. Classification errors
DNN Hidden Units DNN DNN (Dropout) BNN

y 400 2.04 % 1.33 % 1.44 %
800 1.68 % 1.41 % 1.50 %
1200 1.66 % 1.52 % 1.36 %
 OAN (Dropout
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Figure 2. Reliability diagram
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overconfidence in
its incorrect
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Figure 1. Regression against synthetic data using a regular DNN and BBB
- BBB exhibits significant uncertainty outside observed domain
R © 3 . Figure 3. Cumulative distribution of
- DNN exhibits characteristic overconfidence confidence scores for Incorrect predictions
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Regret

Dataset: UCI Mushroom Bandit :
Thompson sampling: picking an action trades-off
between exploitation and exploration -
BNN expected to exhibit systematic exploration
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Next Steps

Significantly slower training
times than SGD; LRT helps

Do not observe the original
paper’s weight distributions
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Figure 6. Weight distributions
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Figure 5. Comparison of false positive rate
for greedy and BBB agents

Figure 4. Comparison of cumulative regret for
various agents on the mushroom bandit task
(step size = 5000, gamma = 0.5, Ir = 1e-4)
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