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Abstract

A key difficulty in training task-oriented dialogue (TOD) systems is a lack of training data. We explore the possibility of creating new dialogue data through the interaction of an end-to-end (E2E) Transformer-based TOD system, and an E2E Transformer-based User Simulator. We refer to the generation of new data through conversations between the two systems as self-play. Our goal is to develop such a TOD system and User Simulator using supervised learning that a) can operate on unseen dialogues, and b) are good enough to drive self-play experiments with the goal of refining their performance. We develop UBAR-E, an E2E TOD system that extends an influential model; UBAR, enabling it to work on unseen dialogues by using Inferred Turn Domains as opposed to ground-truth turn domains. We show this approach produces similar performance to UBAR in both model Score and a range of lexical richness metrics on the MultiWOZ dataset. We also show that UBAR-E sets a very high baseline performance. Along with UBAR-E, we develop LSP-US (Large-Scale Pre-trained User Simulator); the first E2E Transformer-based User Simulator. LSP-US uses a novel design and is able to drive conversations based on any goal that follows the MultiWOZ schema. LSP-US demonstrates comparable or greater lexical richness than UBAR-E. You can interact with UBAR-E and LSP-US using our web application at https://huggingface.co/spaces/alistairmcleay/cambridge-masters-project. We demonstrate that our two E2E Transformer-based models provide a strong foundation for future self-play experiments, achieving our primary research goal. Further to this, we perform a number of experiments using synthetic data generated from self-play between the two systems. We analyse the MultiWOZ evaluation metrics and propose a number of improvements. We develop a Reinforcement Learning (RL) regime using Proximal Policy Optimisation, PPO Transformer RL, to refine our two models, and show promising preliminary results. Finally, we suggest a framework to leverage the two models we have developed for joint optimisation in future research.
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Chapter 1

Introduction

1.1 Motivation

Language is a fundamentally important part of human intelligence, and is at the heart of many of the most important economic and social activities we undertake as a species. It therefore follows that creating highly capable AI systems that can effectively model language is profoundly valuable, especially when it comes to automating processes in society. Language modelling has seen unprecedented progress over the last five years following the introduction of the Transformer architecture, introduced in the now famous Attention is All You Need paper by Vaswani et al. (2017).

Dialogue systems are a key area within language modelling. Language, after all, is mostly used to communicate in real-time between more than one person (or entity). There are two main research disciplines within dialogue systems; Chat-oriented systems and Task-oriented dialogue (TOD) systems. Chat-oriented systems are designed to interact with users without a specific goal or task driving their behaviour. They aim to interact in a general and fluent manner that imitates effective human “chat” (Li et al., 2016; Serban et al., 2015; Sordoni et al., 2015). On the other hand, TOD systems have a set predefined goal they use to steer the conversation. They aim to facilitate solving well-defined tasks that a user wishes to complete (Levin et al., 2000; Young et al., 2010). Example tasks could include searching for a restaurant and making a reservation (Henderson et al., 2019), or providing information about a museum exhibit (Misu and Kawahara, 2007). Figure 1.1 demonstrates an example of a TOD system interacting with a user who is trying to book a restaurant.

Over the last two years, researchers have started applying Transformers to TOD systems due to their powerful ability to learn to model complex language tasks, even when those tasks contain complex and rigid syntax (He et al., 2021; Lee, 2021; Peng et al., 2020; Su et al., 2021; Yang et al., 2020). These Transformer-based models generally use large language models
Fig. 1.1 Example dialogue between a user and a TOD system where the user has a simple one-task goal of booking a restaurant, and the TOD system needs to a) find an entity that matches the constraints outlined by the user, and b) book that entity for the user.

(LLMs) such as GPT-2 (Generative Pre-trained Transformer 2) published by Radford et al. (2019) as their “backbone”. These LLMs are trained on very large datasets using unsupervised learning. The Transformer-based TOD systems take these LLMs and fine-tune them on specific TOD data, such as the MultiWOZ dataset (Budzianowski et al., 2018). This approach has quickly led to very good performance on end-to-end (E2E) TOD system benchmarks. End-to-end refers to the fact that the model operates at the natural language level, i.e., it consumes user utterances as natural language and produces system responses as natural language. This is in contrast to models that operate at the semantic level. In this thesis we focus on the MultiWOZ dataset. MultiWOZ is one of the most commonly used datasets to train and analyse the performance of E2E TOD systems. It contains over 10,000 complex, multi-domain dialogues.

While Transformer-based models have advanced the state-of-the-art in E2E TOD systems, their performance is still far from perfect, as shown in the MultiWOZ official results for E2E models (Budzianowski et al., 2022). One bottleneck these models face currently is a lack of high-quality data to fine-tune them. Moreover, this is not limited to Transformer-based TOD systems—it has been a challenge in the research field of TOD systems for a long time (Budzianowski and Vulić, 2019). Collecting high-quality TOD data is costly due to the time involved with correctly labelling each full dialogue, and also due to the syntactic complexity.
of the annotations needed for intermediary information such as belief states\(^1\), as outlined by (Budzianowski et al., 2018).

A common approach to address the shortfall of sufficient high-quality TOD data is to introduce a User Simulator (US). A US interacts with a TOD system just as a human user would, attempting to achieve a goal made up of one or more tasks. Reinforcement Learning (RL) is then used to simulate new interactions between the two models (the TOD system and the US) to further improve the TOD system (Casanueva et al., 2018; Peng et al., 2017; Young et al., 2013), or in some cases, to improve both systems jointly (Liu and Lane, 2017; Papangelis et al., 2019; Takanobu et al., 2020). However, while there have been promising results from applying RL to jointly improve these models, no work had applied the approach to multi-domain E2E joint modelling until the Joint Optimisation with a User SimulaTor (JOUST) framework was published last year by Tseng et al. (2021). This approach showed very promising results, substantially improving the performance of the TOD system by jointly optimising both models in a multi-domain E2E context. Both the TOD system and User Simulator that JOUST uses are component-based pipelined TOD systems\(^2\), built using LSTM RNNs.

While the results published by Tseng et al. (2021) were very promising, they have quickly been surpassed by Transformer-based approaches. However, none of the Transformer-based models leverage joint optimization of a US and TOD system to boost performance. Further, at the time of writing there had only been one Transformer-based User Simulator published, and it operates at the semantic level (Lin et al., 2021). An E2E Transformer-based User Simulator that operates at the natural language level could present significant value as it would allow for the development of a new version of JOUST, where the TOD system and US are built using the significantly more powerful Transformer models. Figure 1.2 shows a high-level representation of an E2E TOD system and US, each built by fine-tuning GPT-2, interacting with each other to generate unseen dialogues: a phenomenon we refer to as self-play.

### 1.2 Primary Research Goal

In this thesis we primarily focus on the following research question: Can we build a fully E2E Transformer-based TOD system and US, that are good enough to be used to drive joint optimisation techniques such as those outlined in Tseng et al. (2021)?

To be clear, our research goal is not to jointly optimise the two models, but rather to design and build the two E2E Transformer-based systems that can operate on new, unseen MultiWOZ

---

\(^1\)Belief states, and other intermediary states used in TOD systems, are explained in Section 2.2.

\(^2\)Pipelined TOD systems are explained in Section 2.2.
introduction

Fig. 1.2 High-level representation of self-play between an E2E TOD system and an E2E US.

dialogues. If these systems can be highly performant after individual supervised learning then they will provide a very strong foundation for future research to explore joint optimisation.

1.3 Contributions

We make two primary contributions in this thesis:

1. We present UBAR-E, an extension of UBAR that can interact with new, unseen dialogues, enabling it to be used with a User Simulator for joint optimisation. We show that UBAR-E sets a very high performance baseline for subsequent work to improve.

2. We present the design and analysis of the first E2E Transformer-based US\(^3\): Large-Scale Pre-trained User Simulator (LSP-US), using a novel design. LSP-US was originally designed and implemented by Andy Tseng, a recent PhD graduate supervised by Professor Bill Byrne in the Machine Intelligence Group at Cambridge University. We extend Andy’s implementation and present it here. LSP-US is able to interact with UBAR-E on unseen dialogues and demonstrates comparable or greater lexical richness than UBAR-E.

With the development of these systems, we establish a strong foundation for future joint optimisation experiments. You can interact with UBAR-E and LSP-US using our web application at https://huggingface.co/spaces/alistairmcleay/cambridge-masters-project. The web

\(^3\)We are not aware of any other E2E Transformer-based User Simulators that have been published.
application also allows you to observe the two systems interacting with each other on unseen
dialogues.

Further, we make three secondary contributions in this thesis:

1. We present the results of a number of experiments using synthetic data generated from
   self-play between UBAR-E and LSP-US.

2. We analyse the MultiWOZ evaluation metrics and propose a number of significant
   improvements.

3. We develop a Reinforcement Learning regime using Proximal Policy Optimisation, PPO
   Transformer RL, to refine our two models, and show promising preliminary results
   (Ziegler et al., 2019).

Finally, in Chapter 6 we suggest a framework to leverage UBAR-E and LSP-US for joint
optimisation in future research.

1.4 Thesis Outline

This thesis is organised into 6 chapters. After the Introduction, Chapter 2 provides an overview
of the relevant background and puts this research in the context of previous research. Next, in
Chapter 3 we present the design of our E2E Transformer-based TOD system, UBAR-E, and our
E2E Transformer-based User Simulator, LSP-US. We also present the preliminary design of a
proposed RL regime for fine-tuning UBAR-E: PPO Transformer RL. In Chapter 4 we describe
the experimental setup for training and evaluating our models. Chapter 5 contains our results
and accompanying discussions from assessing the performance and lexical richness of UBAR-E
and related models. We show that UBAR-E provides a very high baseline performance for
subsequent work to improve. We also show that LSP-US achieves comparable or improved
lexical richness to UBAR-E. We suggest several improvements to the official evaluation criteria
used for the MultiWOZ dataset, and we present an analysis of our preliminary results applying
PPO Transformer RL to refine UBAR-E. Conclusions are drawn and recommendations for
future work are outlined in Chapter 6.
Chapter 2

Background

The opening chapter introduced the rapidly-growing role LLMs have played in the research field of dialogue systems. We described TOD systems and the limitations they face due to a lack of annotated data, as well as the use of USs and RL to address this problem. We covered the four key contributions this thesis makes, and provided an outline of the document. In this chapter we review the relevant literature and cover the high-level technical background relevant to this thesis. We first review LLMs (Section 2.1). We then review E2E TOD systems (Section 2.2) and User Simulators (Section 2.3), both of which are key to this work. We then proceed to briefly review RL for TOD systems (Section 2.4), and finish by outlining the MultiWOZ dataset (Budzianowski et al., 2018) (Section 2.5).

2.1 Large Language Models

Since Vaswani et al. (2017) published the now famous Attention is All You Need paper, Transformer-based LLMs have become very influential due to their ability to scale effectively and handle long temporal contexts. These models are generally trained on very large corpora using unsupervised learning (Brown et al., 2020; Devlin et al., 2019; Radford et al., 2019). While incredibly powerful on their own, they usually need to be fine-tuned on domain-specific labelled data to gain strong performance in a particular domain. This is especially true for “smaller” models like GPT-2\(^1\), which we focus on in this thesis.

\(^1\)The full sized GPT-2 model still has 1.5 billion parameters. However, this is “small” compared to other more recent models like GPT-3 with 175 billion parameters (Brown et al., 2020).
### 2.1.1 Transformers

The research literature on Transformers is abundant (Dai et al., 2019; Devlin et al., 2019; Raffel et al., 2019), so we keep this section very high-level. The Transformer architecture is shown in Figure 2.1.

The Transformer takes in a sequence of tokens (usually words) and auto-regressively generates new tokens. At the heart of the Transformer are multiple Attention blocks that allow the model to selectively focus on the inputs it predicts to be most relevant. Figure 2.2 contains a visual representation of the Attention mechanism in action. This structure can be used for a very wide range of language modelling tasks, from neural machine translation, to text summarization and dialogue systems.

Liu et al. (2018) showed that you can perform very effective language modelling without the encoder in the original Transformer architecture. They made a change to the decoder blocks, removing the second Multi-Head Attention layer, but otherwise the architecture was...

---

The Attention mechanism was first introduced by Bahdanau et al. (2015).
very similar. Figure 2.3 shows the Transformer-Decoder; a modified version of the right half of Figure 2.1.

Fig. 2.3 Illustration of the Transformer-Decoder, used by GPT-2, from Alammar (2019). Each of the six decoder blocks on the right are identical (one is expanded). This version of the Transformer-Decoder was originally proposed by Liu et al. (2018).

2.1.2 GPT-2

In this thesis we fine-tune GPT-2 (Radford et al., 2019) to build an E2E Transformer-based TOD system, and an E2E US. GPT-2 is a decoder-only model, meaning it follows the structure shown in Figure 2.3. It is autoregressive: it generates one token at a time, taking each new taken and appending it to the input sequence. This leads to a causal uni-directional attention scheme where the model attends to all previously generated tokens as it generates the next token. GPT-2 has proven to not only be a very powerful LLM for many general language modelling tasks (Budzianowski and Vulić, 2019; Ham et al., 2020; Hosseini-Asl et al., 2020) but also for TOD systems specifically. In particular, the ability of GPT-2 to implicitly learn fairly complex syntactic structure with limited fine-tuning is what makes it so powerful for building E2E TOD systems where data scarcity is a challenge (Yang et al., 2020).

3GPT-3 (Brown et al., 2020), the next generation of GPT-2, is over one order of magnitude larger in terms of number of parameters, and significantly outperforms it. It is, however, only accessible via. API, and open-source models of similar size are too large for us to practically utilise with the computational resources available to us.
2.2 E2E Task-Oriented Dialogue Systems

In the previous section we covered LLMs—specifically looking at the Transformer architecture (Section 2.1.1) and GPT-2—a decoder-only Transformer model (Section 2.1.2). In this section we cover E2E TOD systems, starting with the pipelined approach (Section 2.2.1) and moving on to the recently developed Transformer-based approach (Section 2.2.2).

2.2.1 Pre-LLM TOD System Design

Previously, E2E TOD systems have been built by combining a number of separate modules, each of which is responsible for a different major function within the overall system (Chen et al., 2017). The ability for LLMs to model rich and syntactically complex language interactions has caused a recent shift toward single-model E2E TOD systems, but this is a relatively recent phenomenon. We can describe pre-Transformer E2E TOD systems in terms of a pipeline of four individual modules and a database that are connected together, as shown in Figure 2.4. The function of each of the five components is as follows:

1. **Natural Language Understanding (NLU)**: the semantic context is extracted from the most recent user utterance and is represented as a system act.

2. **Dialogue State Tracker (DST)**: the system act is used to update the current dialogue state, which tracks the information the user has provided across turns.

3. **Database (DB)**: the relevant DB is queried (e.g. the “restaurant” DB) based on the constraints present in the output of the DST. The relevant entity or entities are returned.

4. **Dialogue Policy (DP)**: the DST output and the DB response are used to generate a semantic representation of the system response, effectively capturing the intent of the system in this turn.

5. **Natural Language Generation (NLG)**: the output of the DP module is used to generate a natural language representation to pass to the user.

There is a rich literature on TOD systems that focus on specific parts of a pipelined TOD system, whether that be the NLU step Mehri et al. (2020), the DST step Balaraman et al. (2021), the DP step (Kwan et al., 2022), or the NLG step Libo et al. (2022). However, due to the complexity that comes from the pipelined approach to TOD systems, where four separate models are needed to create an E2E system, there has been significant research into simplifying the process. This includes word-level DST modules which combine the NLU and DST modules.
Fig. 2.4 Illustration of the pipelined approach to E2E TOD systems made up of 4 connected modules and a DB. In this case the first turn of a dialogue is shown where the user wants to book a restaurant and the system has found 4 entities in the database that match the user’s constraints. The yellow rectangle represents word-level DST modules which combine the NLU and DST modules, and the green rectangle represents word-level policy modules which do the same for NLG and Policy modules.

into one (Mrksic et al., 2016; Wu et al., 2019) (as represented by the yellow rectangle in Figure 2.4), and word-level policy modules, which similarly combine the DP and NLG modules (Chen et al., 2019; Zhao et al., 2019) (as represented by the green rectangle in Figure 2.4).

An important part of the NLG process that is not included in the high-level overview in Figure 2.4 is lexicalisation. Lexicalisation refers to filling general slots in a delexicalised generated system response with specific values from the database, as shown in Figure 2.5. Delexicalisation is used to enable the model can learn the general structure of outputs, rather than dealing with the very large set of specific values contained in the database. We present a more comprehensive example of lexicalisation in Section 3.1 where we detail how UBAR-E works.

Fig. 2.5 Example of lexicalisation.
Over the last five years we have seen a movement away from pipelined, modular approaches, toward E2E (sequence-to-sequence) TOD systems take in a user utterance in natural language, and return a system response in natural language. The movement of the research field toward E2E approaches began with Lei et al. (2018) who published Sequicity; a two-stage CopyNet (Gu et al., 2016) that jointly generates belief spans and system responses via a single sequence-to-sequence model. Many E2E approaches were introduced thereafter (Eric et al., 2017; Liang et al., 2019; Wen et al., 2017; Zhang et al., 2020a). This shift toward E2E models led to very strong TOD systems being developed using LLMs, where a single Transformer model is used.

2.2.2 Transformer-based TOD Systems

The pace at which Transformers have taken over as the go-to approach in E2E TOD systems has been so rapid that it is a challenge to stay abreast of the latest developments. Of the four highest ranking models on the official E2E MultiWOZ benchmark\(^4\) (He et al., 2021; Lee, 2021; Su et al., 2021; Sun et al., 2022), all of them were published in the last 12 months. Budzianowski and Vulić (2019) were the first to apply the Transformer architecture to the TOD system domain, leveraging GPT-2 to produce system responses conditioned on the dialogue context. Lin et al. (2020) and Yang et al. (2020) then introduced models which took things a step further, releasing the first E2E Transformer-based TOD systems—meaning they consumed user utterances in natural language, and produced system responses in natural language. Lin et al. (2020) released Minimalist Transfer Learning, MinTL, using fine-tuned versions of T5 (Raffel et al., 2019) and BART (Lewis et al., 2019), while Yang et al. (2020) released UBAR, using a fine-tuned version of GPT-2. Both these models effectively use a single Transformer model to generate all four components of a pipelined TOD system NLU, DST, DP, and NLG.

Pre-trained Conversation Models

Over the last two years there has been a shift in the research field toward utilising Pre-trained Conversation Models (PCMs). These models are variants of LLMs (discussed in Section 2.1), where they have been specifically adapted for conversational modelling. This includes DialoGPT that was trained on 147M conversation-like exchanges from Reddit (Zhang et al., 2020b), Blender, that was trained on 1.5B conversations also from Reddit, (Roller et al., 2020), and Meena, that was trained on a conversational dataset of 40B words from public domain social media conversations (Adiwardana et al., 2020). For reference, GPT-2 (Radford et al., 2019) was trained on around 10% of the amount of data that Meena was trained on.

\(^4\)The E2E MultiWOZ benchmark (Budzianowski et al., 2022) is discussed in detail in Section 4.2.
2.3 User Simulators

In the previous section we covered E2E TOD systems, from the pipelined modular approach (Section 2.2.1) through to the recent and rapidly progressing approach of fine-tuning LLMs (Section 2.2.2). In the next section we cover User Simulators. Similar to the above section, we start with pre-Transformer approaches (Section 2.3.1) and move on to Transformer-based models (Section 2.3.2).

Conceptually, an E2E US can be thought of in terms of a three-step process⁵:

1. **Context Analysis:** the most recent user utterance is analysed along with the dialogue context, which is used to generate a state that represents the intentions of the TOD system with its latest response: the system act.

2. **Response Planning:** the generated system act is analysed along with the dialogue context to determine the task status, whether a goal change is warranted, and to update the goal state if it is. This analysis then leads to the generation of the user semantic response, based on the entire context it currently has: the user act.

3. **Response Generation:** Finally, the outcome of the Context Analysis and Response Planning steps are analysed and used to generate a natural-language response to communicate the relevant information to the system: the user utterance.

2.3.1 Pre-LLM User Simulator Design

User Simulators are generally made up of multiple separate components, just as TOD systems were before Transformer-based models become common. There have been a wide range of approaches to building user simulators, including lattice-based USs (Scheffler and Young, 2001), Markov model based USs (Eckert et al., 1997; Pietquin and Dutoit, 2006), and inverse reinforcement learning based USs that model user behaviour as a Markov decision process (Chandramohan et al., 2012).

Another common approach, the Agenda Based User Simulator (ABUS) (Schatzmann et al., 2007), is built on hand-crafted rules that are based on an “agenda”. ABUS effectively models the user state as a stack, ordered according to the priority of user actions. Despite being very effective for small, simple domains, the ABUS approach is limited by its requirement for manually defined rules, which makes it intractable for complex dialogues. More recently, data-driven component-based neural user simulators became common. These models leverage Recurrent Neural Networks (RNNs) to model different components of the US.

⁵Thanks to Alexandru Coca for inspiring this description with his thesis “On Evaluating User Models for Task-Oriented Dialogues”.

To build a data-driven model, the sequence-to-sequence (Seq2Seq) model structure is widely used. Asri et al. (2016) were the first to propose a Seq2Seq encoder-decoder US, which leverages Long Short Term Memory (LSTM) RNNs and outputs sequences of dialogue acts. Crook and Marin (2017) were the first to propose an E2E US (that takes in a system utterance in natural language, and outputs a user utterance in natural language), though their approach was not goal-driven. This means the model cannot be used to train a policy because the US cannot be controlled in regard to its “intentions”. Kreyssig et al. (2018) published the pivotal Neural User Simulator (NUS) which is also a sequence-to-sequence model, but it outputs semantic utterances rather than natural language.

Over the last five years many other data-driven user simulators have been published (Gür et al., 2018; Hou et al., 2019; Nie et al., 2019). However, they are all domain-dependent, meaning they need to be retrained if you were to apply them to a new domain, significantly limiting their utility when it comes to real world application. Moreover, the vast majority of USs discussed thus far operate at the level of semantic representations. They can effectively capture user intent, but this is insufficient if one wishes to use them with a fully E2E TOD system that consumes and produces natural language.

One exception is the Joint Optimisation with a User Simulator (JOUST) framework published by Tseng et al. (2021) last year, which operates on natural language and is domain-independent. However, JOUST is built with a component-based system (leveraging a number of LSTMs), and its performance is superseded by Transformer-based models\footnote{Here we are referencing the performance of the JOUST framework (TOD system included) on the MultiWOZ dataset, as it is a joint optimisation framework, rather than a stand-alone US.} (Budzianowski et al., 2022).

### 2.3.2 Transformer-based User Simulators

Compared to TOD systems, the literature on Transformer-based User Simulators is very limited. Last year Lin et al. (2021) published the first (and as far as we are aware, only) Transformer-based User Simulator for TOD systems: TUS. TUS is domain-independent, addressing a significant limitation that most data-driven USs had up to that point. However, critically, TUS operates at the semantic level; it takes in the system action from the TOD system and returns the user act. This means the US relies on template-based NLG to convert the semantic-level actions into user utterances.

Figure 2.6 shows that ABUS and graph-based models are domain dependent and require significant hand-crafting (they aren’t data-driven). On the other hand, data-driven models such as NUS, VHUS (Gür et al., 2018), and the original Seq2Seq model from Asri et al. (2016) are able to leverage data to learn, but are limited to one domain.
While TUS represents a novel and valuable contribution as the first Transformer-based US model for training TOD systems, its semantic-level operation is limiting. To fully leverage the power of the Transformer architecture, a logical next step is to train an E2E US that is able to operate at the natural language-level, enabling it to interact directly with a Transformer-based TOD system. Importantly, we are not aware of any E2E Transformer-based US models for training TOD systems that have been developed—something we address with our novel US: LSP-US.

### 2.4 Reinforcement Learning for TOD Systems

In the previous section we covered User Simulators, starting with pre-Transformer approaches (Section 2.3.1) and moving on to Transformer-based models (Section 2.3.2). In this section we cover RL for TOD systems. We first present a brief overview of the field (Section 2.4.1). We then provide an overview of Proximal Policy Optimisation (PPO) (Section 2.4.2) and PPO for Transformer (Section 2.4.3). Finally, we outline the JOUST framework (Section 2.4.4). We keep this section fairly high-level, as RL for TOD systems is not the primary focus of this thesis.

#### 2.4.1 Overview

RL (Sutton et al., 1999) is a useful paradigm in dialogue policy learning as it formulates the task as a long-term sequential decision-making process. The reward used is usually associated with dialogue success, i.e., “Did the TOD system provide the user with appropriate entities?”.
One reason RL can be a powerful paradigm for training dialogue policy is that the reward signal can be very flexible, and can be used to model things like user satisfaction (Schmitt and Ultes, 2015). RL can be applied to optimising TOD systems via both online RL (Liu et al., 2017) and offline RL (Jang et al., 2022). In online RL new dialogues are generated with either a human user or a US. In offline RL no new data is generated and the agent no longer has the ability to interact with the environment, i.e., it cannot generate new dialogues. Offline RL is closer to supervised learning, and is generally a lot simpler to implement, though online RL has the benefit of being able to learn as it generates new dialogues.

Online RL can address the data scarcity issue that supervised learning faces through the generation of additional data with a US. However, the vast majority of USs developed to-date operate at the semantic level (they do not consume and produce natural language) (Asri et al., 2016; Casanueva et al., 2018). This has limited the potential that online RL systems can have in optimising TOD systems, as it restricts them to dialogue policy learning, rather than E2E learning.

Beyond applying RL to train a dialogue policy from scratch, in recent years it has also been applied to jointly train a TOD system and US. This approach can be powerful as the systems are able to first be trained with supervised learning and then refined over further interaction, or self-play, between the two agents. Prior work has shown benefits from applying this approach to dialogue policy learning at the semantic level, improving dialogue success rate (Casanueva et al., 2018; Sordoni et al., 2015; Young et al., 2013). Tseng et al. (2021) introduced the first multi-domain E2E joint optimisation framework, showing impressive results and providing a strong case for using RL to refine TOD systems jointly with a US (covered in Section 2.4.4 below).

### 2.4.2 Proximal Policy Optimisation

A highly influential approach to refining deep neural networks in recent years is the online RL algorithm Proximal Policy Optimization (PPO) (Schulman et al., 2017). PPO was developed as an improved version of Trust Region Policy Optimization (TRPO) (Schulman et al., 2015) that is easier to implement and tune, and has improved sample efficiency. In PPO, the Policy Gradient Loss is the expectation over the log of the policy actions, multiplied by an estimate of the Advantage function:

\[
L_{PG}(\theta) = E_t \left[ \log \pi_\theta (a_t | s_t) \hat{A}_t \right]
\]

where \( \pi_\theta (a_t | s_t) \) represents the log probability from the output of the policy network, and \( \hat{A}_t \), the Advantage function, is an estimate of the relative value of the selected action. The
Advantage function is calculated as the discounted reward minus a value function, where the value function provides a (noisy) estimate of the discounted sum of future rewards.

While it would be straight-forward to perform multiple gradient descent steps on $L_{PG}$ using the same trajectory, this empirically leads to destructively large policy updates (Schulman et al., 2017). PPO deals with this by adding a KL penalty to limit the policy from moving too far from the original policy when running gradient descent:

$$L_{PG}(\theta) = \mathbb{E}_t \left[ \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)} \hat{A}_t \beta \text{KL} [\pi_{\theta_{old}}(a_t|s_t), \pi_\theta(a_t|s_t)] \right]$$

where $\frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)}$ is the ratio between the action under the current policy and the action under the previous policy, and $\beta$ is a hyperparameter that controls the weighting of the KL penalty.

While the KL penalty does limit destructively large gradient updates, it adds complexity to the optimisation process, which can lead to unstable training behaviour. OpenAI implements a solution to this instability called Clipped Surrogate Objective (Schulman et al., 2017), which stops the active model’s outputs moving too far from the reference mode, without needing to use a KL penalty.

### 2.4.3 PPO with Transformers

PPO was successfully applied to LLMs by Ziegler et al. (2019) in a process that we refer to as PPO Transformer RL, that consists of the following three steps (visually shown in Figure 2.7):

1. **Rollout:** The LLM generates a continuation of a sequence that is passed into it. Following the terminology used by von Werra (2022) we refer to the input sequence as the *query* and the output as the *response*.

2. **Evaluation:** The response is evaluated, and a reward is produced for that response. In the case of a TOD system or US, this is based on how “correct” the generated response is.

3. **Optimization:** The log probabilities of the tokens in the response, given the query, are then calculated. This is done for both the trained (active) model and a reference model (which is the same model as the active model pre-training and does not change). The KL-divergence of the log probabilities is then taken and is used as an additional reward signal to ensure the responses generated by the active model do not deviate too far from the reference model. Finally, the active model is trained using PPO.
2.4.4 JOUST

As mentioned above, JOUST works by jointly optimising a TOD system and a US. Figure 2.8 demonstrates the JOUST architecture, where the two systems are built using a pipelined approach. JOUST utilises LSTMs in the DST, context encoder, policy, and NLG modules. The two systems are pre-trained on MultiWOZ 2.0, containing complex multi-domain TOD data. This pre-training enables the two agents to be able to converse using natural language, and therefore provides the ability for RL to be used to jointly optimise the two systems. Importantly, this approach enables the agents to depart from known strategies learned from a fixed limited corpus—and to explore new, potentially improved policies.

The Policy Gradient Theorem (Sutton et al., 1999) is used for joint optimisation. Note that the RL approach taken in JOUST works on the dialogue policy module specifically, rather than at the E2E level.

JOUST found that joint optimisation using RL provided a significant boost to performance of the TOD system—including a greater than 10% increase in both the inform rate and success rate. While these results are promising, the framework is very complex due to its many components. We hypothesise that utilising the simpler and more powerful Transformer-based...
models for both the TOD system and US would lead to significant improvements in performance. We explore this hypothesis in our implementation of PPO Transformer RL, described in Section 3.3.

### 2.5 The MultiWOZ Dataset

In the above section we covered RL for TOD systems, starting with a brief overview of the field (2.4.1), providing an overview of PPO (Section 2.4.2) and PPO Transformer RL (Section 2.4.3), and finally moving on to the JOUST framework (Section 2.4.4). In this section we cover the MultiWOZ dataset, specifically looking at the MultiWOZ goal model (Section 2.5.1).

MultiWOZ is a fully-labelled collection of human-human written task-oriented conversations spanning over seven domains and a wide range of topics (Budzianowski et al., 2018). It became a very influential dataset in the research community for the development of TOD systems, as it was at least one order of magnitude larger than other previously annotated task-oriented corpora. The domains covered in MultiWOZ are hotel, restaurant, taxi, train, tourist attraction, hospital, and police. The full dataset contains approximately 10,400 dialogues, with 1,000 of those used for each of the validation and test sets.

#### 2.5.1 The MultiWOZ Goal Model

The MultiWOZ corpora is based on a multi-domain database that contains a wide range of slot-value pairs representing different real-world entities from Cambridge, United Kingdom. Each dialogue in MultiWOZ is driven by a single user goal, where each goal consists of the completion of between 1 and 5 tasks. Each task concerns one domain, and is made up of three primary components: general constraints, booking constraints, and requests. The booking
constraint is optional, and is only populated in goals where the user wants the system to book something for them (referred to as a booking *sub-goal*).

Within the general and booking constraints there are slot-value pairs which are used to query the database, such as “pricerange: cheap” or “attraction: kings chapel”. The database returns the entities that match all slot-values in the constraints. For some goals there are no entities that match the constraints, and in these cases *fail* constraints are provided which do have at least one match in the database (meaning all goals are possible to successfully complete). Finally, the *requests* component describes information the user wants from the system, such as a reference number or a phone number.

Each goal in MultiWOZ is generated using random sampling, where each of the following parameters are sampled according to set probabilities:

1. Domains that make up the tasks (between 1 and 5)
2. General constraints
3. Fail general constraints [optional]
4. A booking sub-goal and relevant constraints if so [optional]
5. Requests [optional]

An example of the MultiWOZ goal model is shown in Figure 2.9.
Fig. 2.9 Visual example of a MultiWOZ goal model presented alongside the goal description that was used in the annotation process when the dataset was created. The goal descriptions are from Budzianowski et al. (2018).
In the previous chapter we covered the relevant background for this thesis, starting with LLMs (Section 2.1), and moving on to E2E TOD systems (Section 2.2) and User Simulators (Section 2.3). We then covered RL for TOD systems (Section 2.4) and the MultiWOZ dataset (Section 2.5). In this chapter we describe the design and architecture of our two core models: UBAR-E (Section 3.1) and LSP-US (Section 3.2). We then describe our implementation of PPO Transformer RL, a framework for refining LLMs that we adapt to refine UBAR-E (Section 3.3).

3.1 Our Transformer-based TOD System: UBAR-E

Our TOD System is based on the UBAR model developed by Yang et al. (2020), with two extensions outlined below in Sections 3.1.3 and 3.1.4. To distinguish our system from the core UBAR system, we name our system UBAR-E, as in, UBAR-Extended. UBAR-E is trained by fine-tuning GPT-2 (Radford et al., 2019) on the MultiWOZ 2.0 dataset (Budzianowski et al., 2018) using the Huggingface Transformers library (Wolf et al., 2019).

3.1.1 Inference

The architecture of the UBAR-E system is detailed in Figure 3.1, which represents the system’s operation during one turn in the middle of a dialogue. At its heart, the system has two sequential generation steps; the first to generate the belief state for the current turn, and the second to generate the system action and system response for the current turn. Both of these generations take the current linearised context history as inputs.

The UBAR-E system effectively models a component-based pipelined TOD System design, leveraging the ability of GPT-2 (Radford et al., 2019) and other large Transformer-based language models to implicitly learn syntactic structure (Brown et al., 2020). Pipelined TOD
Fig. 3.1 Architecture of UBAR-E, based on UBAR from Yang et al. (2020). We show the operation of the system for the second turn \((n = 2)\) in a dialogue where the user wants the system to book a restaurant for them with a number of constraints. The “Initial linearised context history (n)” shows the context from the first turn, and the “Linearised context history (n+1)” shows the context from the second turn (which is processed in this diagram). Blue ovals represent the fine-tuned GPT-2 model that does the actual sequence generation. Green boxes represent generated data. Spans associated with different sub-goals are colour-coded.
systems are generally broken down into four main components, NLU, DST, DP, and NLG, as outlined in Section 2.2. The approach taken by Yang et al. (2020) with UBAR is to model all of these separate modules with one Transformer model.

To make this process more concrete, consider a dialogue session composed of \( T \) turns. In the initial turn, \( t = 0 \), the system takes in a user utterance, \( U_0 \), and the fine-tuned GPT-2 model generates a belief state, \( B_0 \), which is used to a) infer the turn domain, and b) query the database to get the number of entities that match the constraints contained in the belief state, \( D_0 \). It is important to note that both a) and b) are performed outside the Transformer model, as is shown in Figure 3.1. The fine-tuned GPT-2 model then takes in “\( U_0, B_0, D_0 \)” and generates a system act, \( A_0 \), followed by a delexicalised system response, \( R_0 \), completing the current turn. As the system moves onto the next turn, \( t = 1 \), the concatenation of the linearised context history and the next user utterance, “\( U_0, B_0, D_0, A_0, R_0, U_1 \)” are used as input for the fine-tuned GPT-2 model to generate the next belief state, \( B_1 \), and so on. The linearised context history builds up over each turn throughout a given dialogue. We can therefore represent the full linearised context history for our dialogue consisting of \( T \) turns, as “\( U_0, B_0, D_0, A_0, R_0, \ldots, U_T, B_T, D_T, A_T, R_T \)”.

As is shown in Figure 3.1 all five components that make up the linearised context history of UBAR are wrapped in span tags, <sos_X> and <eos_X>, where \( X \) is one of \{u,b,db,a,r\}, representing user utterance, belief state, database result, system act, and system response, respectively.

### 3.1.2 Training

In the previous section we described the linearised context history as a concatenation of all five components of the UBAR system, “\( \ldots, U_t, B_t, D_t, A_t, R_t, \ldots \)” across all \( T \) turns in the dialogue. UBAR-E follows the same training process outlined by Yang et al. (2020) where GPT-2 is fine-tuned on the full linearised context history for each dialogue. An example pre-processed dialogue for UBAR (containing the full linearised context history) is shown in Figure 3.2.

![Fig. 3.2 Example pre-processed training dialogue for UBAR. Colours are added for readability.](image-url)
The training objective is the language modelling objective (Bengio et al., 2003), which maximises the probability of predicting the next word:

\[ L = \sum_i \log(P_{w_i|w_{<i}}) \]  

Though remarkably simple, this E2E training approach generates very strong results in E2E modelling on the MultiWOZ dataset. Expanding the above, we can present a formal training procedure for UBAR-E:\(^\text{1}\):

Let \( \mathcal{D} = \{x_n\}_{n=1}^N \) be the training data, comprising \( N \) sequences, each of which is a full linearised context history. Learning the UBAR-E model can be formalised as learning a set of model parameters, \( \theta \), which characterise the joint probability \( p_\theta(\mathcal{D}) \). Considering the symbolic notation in Table 3.1:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Linearised context history</td>
</tr>
<tr>
<td>u</td>
<td>User utterance</td>
</tr>
<tr>
<td>b</td>
<td>Belief state</td>
</tr>
<tr>
<td>d</td>
<td>DB result</td>
</tr>
<tr>
<td>a</td>
<td>System act</td>
</tr>
<tr>
<td>r</td>
<td>System response</td>
</tr>
</tbody>
</table>

Table 3.1 Symbolic notation for sequence elements in UBAR-E.

where \( c \) contains the linearised context history up to the end of the previous turn. We also define \( K \) as the number of turns in the current dialogue, \( n \).

\[
c_k = \{u_i, b_i, d_i, a_i, r_i\}_{i=1}^{k-1}
\]

The joint probability over the sequence \( x_n \) can be factorised in a left-to-right autoregressive manner. We have three terms; one for generating the current turn’s belief state, \( b_k \), system act, \( a_k \), and system response, \( r_k \). We take the product over each turn, \( k \), to get the probability of generating the \( K \) turns in the dialogue, \( x_n \).

\[
p_\theta(x_n) = \prod_{k=1}^{K} p(r_k, a_k, d_k, b_k, u_k, c_k) \\
\approx \prod_{k=1}^{K} p(b_k|u_k, c_k) p(a_k|d_k, b_k, u_k, c_k) p(r_k|a_k, d_k, b_k, u_k, c_n)
\]

\(^\text{1}\)We adapt the formalisation from Alexandru Coca’s description of a Transformer-based US in his 2021 Cambridge University first year PhD Report: “On Evaluating User Models for Task-Oriented Dialogues”.

We can then define three training objectives corresponding to the three sequential generation tasks:

\[
\mathcal{L}_b = \sum_{k=1}^{K} \sum_{t=1}^{T_{b,k}} \log p_\theta(b_{t,k}|b_{<t,k}, u_k, c_k)
\]

\[
\mathcal{L}_a = \sum_{k=1}^{K} \sum_{t=1}^{T_{a,k}} \log p_\theta(a_{t,k}|a_{<t,k}, d_k, b_k, u_k, c_k)
\]

\[
\mathcal{L}_r = \sum_{k=1}^{K} \sum_{t=1}^{T_{r,k}} \log p_\theta(r_{t,k}|r_{<t,k}, a_k, d_k, b_k, u_k, c_k)
\]

where \(T_{b,k}, T_{a,k}, T_{r,k}\) represent the number of tokens in the belief state, system act, and system response, respectively, for the current turn, \(k\). The full objective can then be trained with maximum-likelihood training:

\[
\mathcal{L}_\theta(\mathcal{D}) = \sum_{i=1}^{N} (\mathcal{L}_b(x_i) + \mathcal{L}_a(x_i) + \mathcal{L}_r(x_i))
\]

Which links back with Equation 3.1, where the language modelling objective is used to simply predict the next word in what is effectively a very long linear context history for each dialogue.

### 3.1.3 Lexicalisation

To use UBAR (Yang et al., 2020) with a User Simulator, lexicalisation must be implemented, so the simulator can accurately track its goal state throughout the conversation\(^2\). The lexicalisation process used in UBAR-E is outlined in Figure 3.3. At the heart of the system is the Lexicalisation State Manager (LSM) that keeps track of the most recent constraints provided in the current dialogue, and is updated every turn. This is important as the user can request information about an entry the system has provided in an earlier turn. For dialogues with multiple tasks, the LSM will contain an entry per task that has a valid database entry.

When running through a turn, if there is at least one entity in the database that matches the given constraints in the belief state, then a random entry will be selected from the database, and the values from that entity are used to update the LSM. If there are no entities in the database that match the user’s constraints, then the slot-value pairs from the belief state are used to update the LSM. Once the delexicalised system response is generated, the LSM (which has been updated in the current turn), is used to lexicalise the system response.

\(^2\)A general description of lexicalisation is provided in section 2.2.1 and the goal state is outlined in Section 3.2.1
Fig. 3.3 Illustration of the lexicalisation process we implement in UBAR-E. For brevity, we do not show the system act, which is generated before the system response. Note also that this diagram is a simplified version of what actually happens, and should be taken as a high-level representation rather than technical detail. For turn one on the left, we see that there were no entities in the database that satisfied the constraints from the user, and therefore the slot-value pairs from the belief state are used to update the lexicalisation state manager (LSM), which is then used to fill the slots in the “Generated system response”. For turn two on the right, we see that there were entities that matched the user’s constraints. In this case the LSM is updated with the new information from one of the matched entities, and it is then used to fill the slots in the “Generated system response”.
3.1.4 Turn Domain Inference

UBAR uses ground-truth turn-domains to query the database during inference. This is very limiting as it means the model can only operate on labelled dialogues from the MultiWOZ dataset. For an E2E TOD system to be useful in a real-world context, it must be able to operate on new unseen dialogues, driven by whichever goal the user might have. Therefore, as is the case with lexicalisation, turn-domain inference must be implemented for UBAR to interact with a User Simulator that generates new unseen dialogues. Performing turn-domain inference not only makes the system usable in real-world settings, but it also has the potential to improve performance due to annotation errors in the turn domain labels in the MultiWOZ dataset.

Inferring the turn-domain in UBAR-E is a two-step process and is outlined in Figure 3.4. First, after the belief state is generated it is parsed and the turn-domain is extracted from it (the turn-domain is the only part of the generation in square brackets). The turn-domain is then used to query the database to determine how many entries match the constraints from the belief state.

Second, after the system act and system response are generated (the second generation step in the same turn), the domain is extracted once again, but this time using the system act. This is done because when the belief state doesn’t contain the correct turn domain, the system act often does. Note that when this discrepancy occurs the database query result is likely incorrect (as it was queried from an incorrect belief state), but this does not appear to stop the model from producing accurate system acts. The turn-domain in the system act follows the same syntax as the belief state, so it can be easily extracted.

If the turn-domain extracted from the system act is different to the turn-domain from the belief state, then the turn-domain tracked by the system is updated and the entire generation process for the current turn (except for the belief state generation) is repeated. This means the intermediary database call will use the updated turn-domain, and this will be used in the generation of a new system act and system response.

3.2 Our Transformer-based User Simulator: LSP-US

In the previous section we covered UBAR-E: our E2E Transformer-based TOD system based on UBAR. We covered the details of UBAR-E inference (Section 3.1.1) and training (Section 3.1.2), and then covered lexicalization (Section 3.1.3) and Turn Domain Inference (Section 3.1.4); our two extensions to UBAR. In this section we cover LSP-US, our novel US. We follow

---

3 It would be valuable to investigate why the system act often contains the correct turn domain when the belief state doesn’t.

4 The belief state is updated so that the context provided in future generations is correct.
System Design

Fig. 3.4 Illustration of the turn-domain inference process we implement in UBAR-E. Note that this diagram is a simplified version of what actually happens, and should be taken as a high-level representation rather than technical detail. In this turn the system has failed to generate the turn domain in the generated belief state, and therefore the turn domain is set to “general”. Once the system act is generated, the turn domain is correctly generated (“[police]”), and we therefore update the turn domain internally, update the belief state, and begin the process again at the initial database query.
a similar structure to the previous section, first presenting the details of LSP-US inference (Section 3.2.1), followed by the details of LSP-US training (Section 3.2.2).

LSP-US follows a similar design to UBAR-E at a high-level. There are, however, a number of key differences:

1. LSP-US has no database.

2. LSP-US uses a goal state module which takes in pre-defined goals and tracks which parts of these goals have been achieved as the dialogue progresses.

3. LSP-US doesn’t need to infer the turn domain, as it’s tracked in the goal state.

4. LSP-US doesn’t maintain a full linearised context history, it maintains a linearised dialogue history, which is made up of only the user utterances and system responses for all previous turns. Intermediary components, such as actions and goal states, are used by the model, but only in their respective turns (a history is not maintained for generation). More details on this difference are contained in Section 3.2.2.

LSP-US is trained by fine-tuning GPT-2 (Radford et al., 2019) on the MultiWOZ 2.0 dataset Budzianowski et al. (2022) using the Huggingface Transformers library (Wolf et al., 2019), just as UBAR-E is. User goals, which are in the form outlined in Section 2.5.1, are used to drive LSP-US (See Figure 2.9 for a visual example). User goals are randomly sampled using the Convlab-2 goal model, developed by Zhu et al. (2020).

3.2.1 Inference

The architecture of LSP-US is outlined in Figure 3.5 which represents the system’s operation during one turn in a given domain. It follows a similar design to Figure 3.1 which outlines the architecture of UBAR-E, and therefore comparing the two diagrams is an effective way to understand the differences between the two models.

Similar to UBAR-E, LSP-US comprises two sequential generation steps for each turn. However, instead of generating a belief state, followed by a system act and response, LSP-US generates a system act and three state tags, followed by a user action and a user response. To make this process more concrete, consider the same scenario described in Section 3.1.1 where we have a dialogue session composed of $T$ turns. In turn, $t$, the fine-tuned GPT-2 model takes in the concatenation of the linearised dialogue history “$R_0, U_0, ..., R_{t-1}, U_{t-1}$” and the system.

Note that due to the way LSP-US is designed it always starts by taking in a system response, $R_0$. In practice, we pass in an empty string as the initial system response, which enables the model to “start” the conversation with a user utterance based on the initial goal state, $G_0$. 
Fig. 3.5 Architecture of our User Simulator: LSP-US. We show the operation of the US for the third turn \((n = 3)\). Figure 3.1 shows the process on the TOD system side for the previous turn \((n = 2)\). In this case the “Initial linearised dialogue history (n)” shows the dialogue history for the first two turns, and the “Linearised dialogue history (n+1)” shows the dialogue history for the first three turns (including the third turn processed in this diagram). Red ovals represent the fine-tuned GPT-2 model that does the actual sequence generation. Green boxes represent generated data. Spans associated with different sub-goals are colour-coded.
response, \( R_t \). It then generates the system act, \( A^S_t \), and three state tags, \( S_t \). The three state tags, \(<\text{SNT}>, <\text{GC}>, \text{and} <\text{RA}>\), stand for "Start New Task", "Goal Change", and "Request Another", respectively.

\(<\text{SNT}>\) indicates whether the US should instruct the dialogue system to begin a new task. It is set to true only when the current task is finished and there are incomplete tasks remaining in the goal. \(<\text{GC}>\) indicates that the US should change the goal entirely, and leads to the generation of a new goal state. This is set to true when the system fails to fulfill the US’s goal, but it could also be used to introduce variability to the system, modelling a user changing their mind mid-way through a certain goal. Finally, \(<\text{RA}>\) is set to true when the US “wants” the system to provide an alternative entity that meets their constraints, i.e., different from the one offered. This is an optional tag, and like \(<\text{GC}>\) it can be used to introduce randomness to the system, modelling a user having a pre-determined preference against the entity the system provides.

Together, the system act and state tags effectively represent the new information contained in the system response, \( R_t \). Together, they are used to update the goal state for the first time in the turn, \( G^1_t \). For example, if the TOD system has provided the US with a value that the US requested in the previous turn, such as the phone number for a restaurant, this will be reflected in the goal state at this stage.

In the subsequent generation step for turn \( t \), the fine-tuned GPT-2 model then takes in the linearised dialogue history, system response, system act, state tags, and goal state; \( "R_0, U_0, ..., R_{t-1}, U_{t-1}, R_t, A^S_t, S_t, G^1_t" \), and generates a user act, \( A^U_t \), and a user utterance, \( U_t \). At this stage, \( A^U_t \) is used to update the goal state for the second time in the turn, \( G^2_t \). An example of this is shown in Figure 3.5 where the user is informing the TOD system of three pieces of information. In this case, the goal state removes these values from its “INFORM” span, resulting in \( G^2_t \). As a final step, the linearised dialogue history is updated to include the most recent system response and user utterance: \( "R_0, U_0, ..., R_{t-1}, U_{t-1}, R_t, U_t" \).

### 3.2.2 Training

LSP-US follows a similar training process to UBAR-E where GPT-2 is fine-tuned using the language modelling objective (Bengio et al., 2003) which maximises the probability of predicting the next word (Equation 3.1). However, in LSP-US the training data is split into turns, rather than dialogues, where each turn contains a linearised combination of the dialogue history and the current system response, system act, state tags, goal state, user act, and user response (in their respective spans). An example pre-processed dialogue for LSP-US is shown in Figure 3.6.
Fig. 3.6 Example pre-processed training dialogue for LSP-US. Newline characters are added for readability, along with bold span tags and colours. The actual training data is all one space separated string with no newline characters. Note that training examples are at the turn-level for LSP-US, rather than the dialogue-level for UBAR-E.
Learning the LSP-US model can be formalised similarly to UBAR-E:\(^6\):

Let \( \mathcal{D} = \{ \mathbf{x}_n \}_{n=1}^N \) be the training data, comprising \( N \) sequences (note that in this case \( \mathbf{x}_n \) is a *turn*, not a dialogue as it is in UBAR-E training). Learning the LSP-US model can be formalised as learning a set of model parameters, \( \theta \), which characterise the joint probability \( p_{\theta}(\mathcal{D}) \). Considering the symbolic notation in Table 3.2:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c )</td>
<td>Linearised dialogue context</td>
</tr>
<tr>
<td>( r )</td>
<td>System response</td>
</tr>
<tr>
<td>( a^s )</td>
<td>System act</td>
</tr>
<tr>
<td>( s )</td>
<td>State tags</td>
</tr>
<tr>
<td>( g )</td>
<td>Goal state</td>
</tr>
<tr>
<td>( a^u )</td>
<td>User act</td>
</tr>
<tr>
<td>( u )</td>
<td>User utterance</td>
</tr>
</tbody>
</table>

Table 3.2 Symbolic notation for sequence elements in LSP-US.

where \( c \) contains the *dialogue* context up to the end of the previous turn:

\[
\mathbf{c}_n = \{ \mathbf{u}_i, \mathbf{r}_i \}_{i=n-m}^{n-1}
\]

where \( m \) is the number of turns that have passed since the current dialogue started.

The joint probability over the sequence \( \mathbf{x}_n \) can be factorised in a left-to-right autoregressive manner. We have four terms\(^7\) to generate the system act, \( a^s \), the state tags, \( s \), the user act, \( a^u \), and the user utterance \( u \):

\[
p_{\theta}(\mathbf{x}_n) = p(\mathbf{u}_n, a^u_n, \mathbf{g}_n, s_n, a^s_n, \mathbf{r}_n, \mathbf{c}_n) \\
\propto p(a^s_n|\mathbf{r}_n, \mathbf{c}_n) \cdot p(s_n|a^s_n, \mathbf{r}_n, \mathbf{c}_n) \cdot p(a^u_n|\mathbf{g}_n, s_n, a^s_n, \mathbf{r}_n, \mathbf{c}_n) \cdot p(\mathbf{u}_n|a^u_n, \mathbf{g}_n, s_n, a^s_n, \mathbf{r}_n, \mathbf{c}_n)
\]

Note that while \( g_n \) is updated after the generation of the state tags (i.e. it changes in the middle of turn \( n \)), we can represent it as one single variable as it follows a deterministic update mechanism. For the first update in turn, \( n \):

\[
p(g_n|s_n, a^s_n, \mathbf{r}_n, \mathbf{c}_n) \begin{cases} 
1, & \text{if } g_n = g_0 \\
0, & \text{otherwise}
\end{cases}
\]

---

\(^6\)As in Section 3.1.2, we adapt the formalisation from Alexandru Coca’s description of a Transformer-based US in his 2021 Cambridge University first year PhD Report: “On Evaluating User Models for Task-Oriented Dialogues”.

\(^7\)As opposed to three for UBAR-E (Section 3.1.2).
and for the second update in turn, \( n \):

\[
p(g_n | a_n^u, s_n, a_n^s, r_n, c_n) = \begin{cases} 
1, & \text{if } g_n = g_0 \\
0, & \text{otherwise}
\end{cases}
\]

where \( g_0 \) is the true goal state. We can then define four training objectives corresponding to the four sequential generation tasks:

\[
L_{as} = \sum_{t=1}^{T_{as}} \log p_\theta(a_s^t | a_s^{<t}, r_n, c_n)
\]

\[
L_s = \sum_{t=1}^{T_s} \log p_\theta(s_t | s^{<t}, a_s^t, r_n, c_n)
\]

\[
L_{au} = \sum_{t=1}^{T_{au}} \log p_\theta(a_u^t | a_u^{<t}, a_n^u, s_n, a_n^s, r_n, c_n)
\]

\[
L_u = \sum_{t=1}^{T_u} \log p_\theta(u_t | u^{<t}, a_u^t, a_n^u, g_n, s_n, a_n^s, r_n, c_n)
\]

Where \( T_{as}, T_s, T_{au}, T_u \) represent the number of tokens in the system act, state tags, user act, and user utterance, respectively, for the current turn. The full objective can then be trained with maximum-likelihood training:

\[
L_{\theta}(\mathcal{D}) = \sum_{i=1}^{N} (L_{as}(x_i) + L_s(x_i) + L_{au}(x_i) + L_u(x_i))
\]

Which links back with Equation 3.1, where we are using the language modelling objective to simply predict the next word.

### 3.3 PPO Transformer Reinforcement Learning

In the previous section we covered LSP-US, our E2E US, starting with the details of inference (Section 3.2.1) and moving on to the details of training (Section 3.2.2). In the final section of this chapter we outline the details of PPO Transformer RL which we use to optimise UBAR-E.

As outlined in Chapter 1 we implement RL as an extension to our core contributions, with the goal of improving UBAR-E through self-play between it and LSP-US. To be clear we are using RL to optimize UBAR-E, not LSP-US; we keep the LSP-US model fixed throughout this
process\textsuperscript{8}. Our RL implementation uses Proximal Policy Optimization (PPO) (Schulman et al., 2017) in the setup described by Ziegler et al. (2019). We use the Transformer Reinforcement Learning library (von Werra, 2022) in our implementation.

### 3.3.1 Implementation for UBAR-E

We can split the design of our PPO Transformer RL implementation into three steps that repeat for each turn we process. Fundamentally, these are the same three steps outlined in Section 2.4.3, however they are slightly more complex due to the fact that we perform two distinct generations per turn: the generation of the belief state, and the generation of the system act and system response (as described in Section 3.1.1).

First, as shown in Figure 3.7, a Rollout step is performed to generate the belief state for the current turn, using the linearised context history from the end of the previous turn as the query. This is followed by an Evaluation step for the generated belief state response, where the reward is calculated using the Belief State Reward Module (BSRM). Second, the same process is repeated for the generation of the system act and system response. However, in this step, the reward is calculated using the System Act & Response Reward Module (SARRM). Both reward modules are outlined below.

Third, as shown in Figure 3.8, the Optimization step is then performed for each of the query/response pairs in previous two steps.

#### Reward Modules

As we outline above, our implementation of PPO Transformer RL contains two distinct Reward Modules—the BSRM and the SARRM. As described, these modules act on each of the two types of generation that occurs for each turn in UBAR-E.

Both modules are rule-based systems, calculating a reward signal based on a set of heuristics for the quality of the generated response. We describe the criteria each module follows, first outlining the commonalities and then the individual criteria.

#### Common Criteria

- The domain in the active task within the goal state of the US should match the domain in the generated response.

\textsuperscript{8}In Section 5.5.3 we discuss the limitations of this approach, and recommend jointly optimising both systems as is done in Tseng et al. (2021).
Fig. 3.7 Step one and two of the PPO Transformer RL workflow used to refine UBAR-E. In the first Rollout step the belief state is generated. Then, in the first Evaluation step (which occurs after the user act is generated by LSP-US), the user act is compared to the belief state to generate the first reward. In the second Rollout step, the system act and system response are generated. Then, in the second Evaluation step, the user act is compared to the system act and system response to generate the second reward.
Fig. 3.8 Step three of the PPO Transformer RL workflow used to refine UBAR-E. Each Optimization step uses the respective Query + Response pair, and associated reward, from steps 1 and 2 (outlined in Figure 3.7).
• Every slot-value pair that is generated should be unique, as in, the system should not duplicate pairs. This is an important signal as we have found GPT-2 (Radford et al., 2019) often generates repetitive sequences as it learns.

• The appropriate start-of-sentence and end-of-sentence tags should appear once per span, in the correct positions, and no other span tags should be generated. For example, in the generation of the belief state, one “<sos_b>” should start the span, and one “<eos_b>” should end the span.

Belief State Reward Module Criteria

• Every slot-value pair in the “inform” part of the generated user act should be present in the belief state. For example, if “<S/> book day </S> <V/> tuesday </V>” is the entry in the “inform” part of the generated user act, the belief state should include "day tuesday".

• The belief state should always contain at least the turn-domain.

System Act & Response Reward Module Criteria

• Every slot in the “request” part of the generated user act should be present in the generated system act. For example, if “<S/> phone </S> <V/> _Empty_ </V>” is in the “request” part of the generated user act, the system act should include "[inform] phone [phone_value]".

• The generated system act should always contain at least the current turn-domain, an action type (e.g. “request”), and one value (e.g. “price”).

• The generated system response should contain all the information present in the slot-value pairs in the system act.

This rule-based reward signal has obvious limitations, including the fact that we are not factoring in the fluency of the system response (we merely ensure the correct information is provided to the user). This is discussed in Section 5.5.2.
Chapter 4

Experimental Setup

In the previous chapter we described the design and architecture of our two core systems: UBAR-E (Section 3.1), and LSP-US (Section 3.2). We then described our implementation of PPO Transformer RL (Section 3.3). In this chapter we describe the dataset (Section 4.1), metrics (Section 4.2), and training details (Section 4.3) for our core experiments. Finally, we cover the experimental setup of our PPO Transformer RL experiments (Section 4.4).

4.1 Dataset

We report results on the MultiWOZ 2.0 dataset (Budzianowski et al., 2018) (introduced in Section 2.5). We utilise all seven domains in training (hotel, restaurant, taxi, train, tourist attraction, hospital, and police). MultiWOZ 2.0 has 8439 dialogues in the training set and 1000 in each of the validation and test sets. Each dialogue contains 2 to 5 different domains (where there is one task\(^1\) per domain. We utilise the fully annotated version of MultiWOZ 2.0 from Lee et al. (2019) which contains belief states and system acts for each turn.

4.1.1 Pre-processing for UBAR-E

We perform domain-adaptive pre-processing to prepare the MultiWOZ dataset for training, as outlined by Yang et al. (2020). This can be summarised with a 6-step process (an example of the structure of a fully pre-processed dialogue is shown in Figure 3.2):

1. **Delexicalisation**: system responses are delexicalised, which is important for the model to learn value-independent parameters (Wen et al., 2015). A domain-adaptive delexicalisation scheme (Zhang et al., 2020a) is used, which decouples the domain and slot name.

\(^1\)See section 2.5.1 for an explanation of tasks.
of placeholders in the delexicalised system responses. For example, instead of having 
<restaurant-value_name>, <attraction-value_name>, <hotel-value_name> etc., there is 
simply <value_name> that represents the name of an entity in any domain.

2. **Process Belief States:** similar to the delexicalisation process outlined above, the belief 
states are converted using a domain-adaptive scheme. This allows the model to generalise 
across domains that share the same ontology. Belief states are originally represented with 
{domain-slot: value} pairs; for example, {restaurant-name: river bar steakhouse}. In 
the domain-adaptive scheme, we represent belief states in the format {{domain1} slot 
value slot value [domain2] slot value ...}. For example: {{restaurant} name river bar 
steakhouse day tuesday [hotel] name university arms hotel ...}.

3. **Process System Acts:** The same domain-adaptive scheme that is applied to the belief 
states is applied to the system acts.

4. **Process Database Query Results:** for each turn, the number of entities in the database 
that match the constraints outlined by the user are represented with a set of four special 
tokens: [db_0] for 0 matching entities, [db_1] for 1, [db_2] for 2-3, and [db_3] for 
>3. These tokens are processed slightly differently for the train domain, as it contains 
significantly more entities than the other domains, due to each departure time constituting 
an entity. The same tokens are used, but they represent 0, 1-5, 6-10, and >10 matching 
entities, respectively.

5. **Add span tags:** span tags are added to each component within a dialogue so the model 
can more easily learn the correct syntactic structure, e.g. <sos_a> and <eos_a> are 
added to the start and end of the system acts, as per Figure 3.2.

6. **Linearise dialogues:** as UBAR is trained on fully linearised context histories (described 
in Section 3.1.1), each dialogue is linearised, including its intermediary states².

### 4.1.2 Pre-processing for LSP-US

Preprocessing for LSP-US follows a related but different process to UBAR. We outline these 
steps below (an example of the structure of a fully pre-processed dialogue for training LSP-US 
is shown in Figure 3.6):

1. **Process system acts:** a domain-adaptive scheme is applied to system acts. This is similar 
to UBAR, however the syntax is different in that it does not include the domain. This is

²Intermediary states are the belief state, the database result, and the system act.
because LSP-US operates at the *turn*-level, and each turn only deals with one domain. The domain can therefore simply be represented in the goal state.

2. **Process user acts**: the same domain-adaptive scheme that is applied to the system acts is applied to the user acts.

3. **Create goal states**: the goal state must be created for each turn, where it is updated based on the user act generated in the previous turn (see Section 3.2.1 for details). The goal state can be thought of as a list of sub-goals the US is aiming to achieve, and as each sub-goal is achieved it is removed from the goal state. When the goal is empty, it has been successful and the US can terminate the dialogue.

4. **Create state tags**: state tags must be created for each turn, representing whether a new task should be started (*<SNT>*), a goal change should be triggered (*<GC>*), or another entity should be requested (*<RA>*). As above, see Section 3.2.1 for details.

5. **Add span tags**: as with UBAR, span tags are added to each component within a dialogue so the model can more easily learn the correct syntactic structure, e.g. *<GOAL/>* and *</GOAL/>* tags are added to the start and end of the goal state, as per Figure 3.6.

6. **Linearise turns**: this step contains a key difference to UBAR in that training examples are *turns* rather than dialogues. As demonstrated in Figure 3.6 each linearised turn contains the full *dialogue history*\(^3\) up to that point, followed by the additional components for *that turn*. This is a critical difference between the two models, and is best understood by comparing Figures 3.2 and 3.6.

### 4.2 Metrics

We use the official MultiWOZ evaluation scripts released by Nekvinda and Dušek (2021) to assess the performance of our TOD systems. The official list of models and their performance are maintained at the MultiWOZ GitHub page (Budzianowski et al., 2022). The evaluation scripts report a number of metrics, with the main ones being **BLEU**, **Inform**, **Success**, and **Score**, where \( \text{Score} = \text{BLEU} + \left(\frac{(\text{Inform} + \text{Success})}{2}\right) \).

**BLEU** (Bilingual Evaluation Understudy Score) (Papineni et al., 2002) was originally designed for machine translation and is based on the comparison of n-grams between machine-generated sequences and corresponding human-written reference sequences. A BLEU score of

---

\(^3\)As explained in Section 3.2.1, the dialogue history contains a concatenation of user utterances and system responses.
1.0 correlates with a perfect match and 0.0 with a perfect mismatch. Wen et al. (2017) first used BLEU as a fluency metric, and since then it has become a standard metric used in this regard for E2E TOD systems. While simple to compute, BLEU is a rather poor fluency metric as there is only a single reference available and the set of valid responses is arguably larger for dialogues than machine translation (Nekvinda and Dušek, 2021). Further, Liu et al. (2016) show that metrics adopted from machine translation have very weak correlation with human judgements in dialogue responses. Despite these flaws, it is still used as a key part of the official evaluation criteria for TOD systems on MultiWOZ.

The Inform rate relates to informable slots, which allow the user to inform the TOD system of constraints related to its goal (e.g. price range or day of booking). The Inform rate measures the proportion of dialogues where the last offered entity (from the database) satisfies the goal state, for each domain in the user’s dialogue goal. On the other hand, the success rate relates to both informable and requestable slots, where requestable slots allow the user to request specific information (e.g. a booking reference or phone number). The success rate measures the proportion of fully successful dialogues, where a successful dialogue is one where a) the inform rate is 100%, and b) the system has mentioned all requestable slots to the user. At a high-level, the inform rate effectively measures how effective the model is at providing appropriate entities to the user, and the success rate effectively measures how effective the model is at successfully completing all requirements within full dialogues. Both Inform and Success rates are calculated at the dialogue-level.

On top of the metrics already introduced, in line with the results reported on the official MultiWOZ GitHub page, we also report four metrics related to the lexical richness of the model. These consist of the average number of tokens in generated responses (A. Len.), the conditional bigram entropy (CBE), the number of distinct uni-grams (#U1), and the number of distinct tri-grams (#U3).

4.3 UBAR-E and LSP-US Training Details

All experiments were performed with an NVIDIA A100-SXM-80GB GPU, and all experiments use HuggingFace’s Transformer library (Wolf et al., 2019).
4.3.1 UBAR-E

UBAR-E and related models are all trained by fine-tuning Distil-GPT2 (Li et al., 2021), except for one model trained by fine-tuning GPT-2 small\(^4\) (Radford et al., 2019). Both models are provided by the HuggingFace Transformers Library (Wolf et al., 2019). Distil-GPT2 is a faster, lighter version of GPT-2\(^5\) that was trained using knowledge distillation, presented by Sanh et al. (2019). Distil-GPT2 has 84 million parameters, compared to 124 million for GPT-2 small. We find that fine-tuning takes approximately 2.5X less time using Distil-GPT2 compared to GPT-2 small (approximately 1 minute vs. 2.5 minutes per epoch).

An AdamW optimizer was used with a learning rate of $1e^{-4}$ and no weight decay. A linear warm-up schedule was used over the first 20% of training steps. A batch size of 16 was used with gradients accumulated for 2 batches (effectively a batch size of 32)\(^6\). Greedy decoding with a temperature of 0.7 was used.

4.3.2 LSP-US

LSP-US was trained by fine-tuning GPT-2 small using teacher forcing. An AdamW optimizer was used with a learning rate of $6.25e^{-5}$ and weight decay of 0.01. No warm-up schedule was used. A batch size of 4 was used, with gradients accumulated for 4 batches (effectively a batch size of 16). Greedy decoding with a temperature of 1.0 was used.

4.4 PPO Transformer Reinforcement Learning

As with training UBAR-E and LSP-US, we used an NVIDIA A100-SXM-80GB GPU for our PPO Transformer RL experiments. We used Adaptive KL control (Schulman et al., 2017), a batch size of 1 (with a forward batch size of 1), a learning rate of $8.8e^{-7}$, and default parameters for the rest\(^7\). This implementation (without batching) gave us the opportunity to quickly evaluate our proposed design outlined in Section 3.3. It takes approximately 6 seconds on average to run the entire PPO Transformer RL process for each dialogue using our GPU. We use both a KL penalty and a Clipped Surrogate Objective to ensure our model outputs do not move too far from our reference model (see Section 2.4.2).

We experience a phenomenon when refining UBAR-E with PPO Transformer RL where the model “collapses” at an early stage in the training process, usually after a few hundred

---

\(^4\)GPT-2 is available in a number of different sizes, with small being the smallest and most commonly used version.

\(^5\)An outline of the architecture of GPT-2 is provided in Section 2.1.2.

\(^6\)Yang et al. (2020) used a batch size of 2 with 16 gradient accumulation steps when training UBAR.

\(^7\)Default parameters as defined by von Werra (2022).
dialogs. When we say the model “collapses”, we mean the outputs all of a sudden go from “sensible” (where most dialogues are successful and the syntactic structure generated is robust), to complete nonsense—at which point the model gets stuck in a state from which the model cannot recover. While we have not been able to diagnose this behaviour, we believe it is related to instability in the KL divergence in our implementation. As Figure 4.1a shows, the KL divergence oscillates between negative and positive values during training. We do expect its magnitude to increase over time, as we observe, due to the log probabilities output by the active model slowly diverging from those of the reference model. However, the oscillating behaviour suggests that regularization is not working effectively.

We also present the value loss and value mean during training in Figure 4.1b, where the value is used to estimate the (literal) value of the current state of the model (as outlined in Section 2.4.2). We see that the behaviour of the value mean and value loss are as expected up until approximately 400 dialogues. The value mean is increasing, and the value loss is dropping—suggesting the model is improving in line with our reward signals. However, after around 400 dialogues, performance starts to degrade. Finally, we present the mean rewards during training in Figure 4.1c. Here we once again observe unexpected behaviour, where both reward signals gradually decrease over time.

In summary, we observe a range of unexpected behaviour when refining UBAR-E with our initial implementation of PPO Transformer RL. We believe this behaviour is related to instability in our implementation of the KL divergence. As a next step, an implementation using just the Clipped Surrogate Objective, with no KL penalty, should be explored. In the next chapter we discuss these results further, including recommendations for future work.
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(a) Mean KL Divergence

(b) Value Loss and Value Mean

(c) Mean Rewards

Fig. 4.1 Training curves from refining UBAR-E using PPO Transformer RL. The first 1000 dialogues are presented.
Chapter 5

Results and Discussion

In the previous chapter we described the dataset (Section 4.1), metrics (Section 4.2), and training details (Section 4.3) for our core experiments. We then covered the experimental setup of our PPO Transformer RL experiments (Section 4.4). In this chapter we present the results from extending UBAR (Section 5.1), from our experiments using synthetic data (Section 5.2), and from our evaluation of LSP-US (Section 5.3). We then present an analysis of MultiWOZ evaluation more broadly (Section 5.4), and finally we present the results from our PPO Transformer RL experiments (Section 5.5).

A summary of our main results are presented in Table 5.1 below, which is accompanied by Table 5.2. We discuss these results in the subsequent sections.

5.1 Extending UBAR

As described in Section 3.1.3 and 3.1.4 we extend UBAR to include the use of lexicalisation and inferred turn domains (ITDs) to create UBAR-E. This enables the system to interact with a user or User Simulator on unseen dialogues—making it truly E2E. In this section we focus on the ITD extension, specifically referring to the results in lines 1 to 4 of Table 5.1.

We assess how the use of ITDs effect the performance of both the best model provided by the authors of the UBAR paper (“UBAR best”), and our best version of UBAR trained from scratch (“UBAR-E”). We see that in both cases the use of ITD provides very similar BLEU, Inform, and Success rates to the models that use ground truth turn domain labels. We do see the use of ITD slightly decreases the BLEU and Success scores in both cases (resulting in the slightly lower Scores), but it is very encouraging to see that this drop is relatively small. We also compare the results on the four metrics concerned with lexical richness. We see no significant change in the average length of system responses, nor do we see a significant change in the conditional bigram entropy. We do, however, see a notable increase in the number of
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<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU</th>
<th>Inform</th>
<th>Success</th>
<th>Score</th>
<th>A. Len.</th>
<th>CBE</th>
<th>#U1</th>
<th>#U3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 UBAR best best</td>
<td>17.6</td>
<td>86.4</td>
<td>73.4</td>
<td>97.5</td>
<td>13.5</td>
<td>2.09</td>
<td>478</td>
<td>5,206</td>
</tr>
<tr>
<td>2 UBAR best ITD</td>
<td>16.9</td>
<td>86.8</td>
<td>72.5</td>
<td>96.6</td>
<td>13.6</td>
<td>2.11</td>
<td>501</td>
<td>5,410</td>
</tr>
<tr>
<td>3 UBAR-E ITD</td>
<td>16.7</td>
<td>86.7</td>
<td>73.3</td>
<td>96.7</td>
<td>13.4</td>
<td>2.05</td>
<td>443</td>
<td>4,544</td>
</tr>
<tr>
<td>5 UBAR-E Syn. Utt. A.</td>
<td>15.3</td>
<td>81.9</td>
<td>58.3</td>
<td>85.4</td>
<td>12.8</td>
<td>2.06</td>
<td>430</td>
<td>4,544</td>
</tr>
<tr>
<td>6 UBAR-E Syn. Data</td>
<td>11.3</td>
<td>64.4</td>
<td>42.7</td>
<td>64.9</td>
<td>11.5</td>
<td>1.75</td>
<td>331</td>
<td>2,256</td>
</tr>
<tr>
<td>7 UBAR-E Syn. Data A.</td>
<td>17.0</td>
<td>81.0</td>
<td>67.9</td>
<td>91.4</td>
<td>13.4</td>
<td>2.1</td>
<td>491</td>
<td>5,085</td>
</tr>
<tr>
<td>8 UBAR-E GPT-2</td>
<td>18.2</td>
<td>85.0</td>
<td>72.0</td>
<td>96.8</td>
<td>13.4</td>
<td>2.10</td>
<td>462</td>
<td>5,211</td>
</tr>
<tr>
<td>9 UBAR-E PPO-TRL</td>
<td>11.5</td>
<td>90.5</td>
<td>71.7</td>
<td>92.6</td>
<td>17.1</td>
<td>2.47</td>
<td>550</td>
<td>7,463</td>
</tr>
<tr>
<td>10 UBAR official</td>
<td>17.6</td>
<td>83.4</td>
<td>70.3</td>
<td>94.4</td>
<td>13.5</td>
<td>2.10</td>
<td>478</td>
<td>5,238</td>
</tr>
<tr>
<td>11 PPTOD official</td>
<td>18.2</td>
<td>83.1</td>
<td>72.7</td>
<td>96.1</td>
<td>12.7</td>
<td>1.88</td>
<td>301</td>
<td>2,538</td>
</tr>
<tr>
<td>12 Reference</td>
<td>-</td>
<td>93.7</td>
<td>90.9</td>
<td>-</td>
<td>14.0</td>
<td>3.01</td>
<td>1407</td>
<td>23,877</td>
</tr>
</tbody>
</table>

Table 5.1 Summary of our main results. “A. Len.” refers to the average number of tokens in the system responses, “CBE” stands for Conditional Bigram Entropy, “#U1” refers to the number of distinct uni-grams, and “#U3” refers to the number of distinct tri-grams. All models are trained on MultiWOZ 2.0. See Table 5.2 for descriptions of each of the models listed above.

distinct uni-grams and tri-grams in the system responses. This suggests the use of ITD may be introducing increased diversity to the system responses. However, another possible explanation is that in cases where the ITD is wrong, the system response generated is very different to the model’s “standard” responses. This hypothesis is consistent with the small decrease in the BLEU and Success rates when using ITDs.

Overall, these results show that our implementation of ITDs works well in practice, and while there is room for improvement, it is a strong foundation for self-play experiments that require UBAR to interact with unseen dialogues.

5.2 Using Synthetic Dialogues in Training

In this section we discuss the use of synthetic data for training, where the synthetic data is created from the outputs of one or both of our core models: LSP-US and UBAR-E.

5.2.1 Synthetic User Utterances

In this experiment we first replaced the human-labelled user utterances in the MultiWOZ 2.0 dataset with synthetic user utterances, generated by LSP-US. We then reproduced the training procedure for UBAR-E outlined in Section 4.3.1, where we fine-tune Distil-GPT2, but in this
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<table>
<thead>
<tr>
<th>Model</th>
<th>TDs</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 UBAR best</td>
<td>GT</td>
<td>The best model from the UBAR paper, published on GitHub (Yang et al., 2021).</td>
</tr>
<tr>
<td>2 UBAR best ITD</td>
<td>ITD</td>
<td>UBAR best, assessed using inferred turn domains (ITDs) rather than GT turn domains.</td>
</tr>
<tr>
<td>3 UBAR-E</td>
<td>GT</td>
<td>Our best replication of UBAR trained from scratch with Distil-GPT2.</td>
</tr>
<tr>
<td>4 UBAR-E ITD</td>
<td>ITD</td>
<td>UBAR-E, assessed using ITDs rather than GT turn domains.</td>
</tr>
<tr>
<td>5 UBAR-E Syn. Utt. A.</td>
<td>GT</td>
<td>UBAR-E trained on a version of the MultiWOZ 2.0 dataset with synthetic utterances (generated by LSP-US) in place of the human-labelled user utterances, in Addition to the original MultiWOZ 2.0 dataset. A total of 16,878 training dialogues were used (2X the original dataset).</td>
</tr>
<tr>
<td>6 UBAR-E Syn. Data</td>
<td>GT</td>
<td>UBAR-E except it is trained on a fully synthetic dataset of 8439 dialogues generated by LSP-US and UBAR-E, i.e., Distil-GPT2 is fine-tuned on a synthetic dataset following the same training process as UBAR-E.</td>
</tr>
<tr>
<td>7 UBAR-E Syn. Data A.</td>
<td>GT</td>
<td>UBAR-E Syn. Data except instead of being trained solely on the synthetic dataset, it is trained on the synthetic dataset in Addition to the original MultiWOZ 2.0 dataset. A total of 16,878 training dialogues were used (2X the original dataset).</td>
</tr>
<tr>
<td>8 UBAR-E GPT-2</td>
<td>GT</td>
<td>UBAR-E but trained by fine-tuning GPT-2 instead of Distil-GPT2.</td>
</tr>
<tr>
<td>9 UBAR-E PPO-TRL</td>
<td>GT</td>
<td>UBAR-E refined on 900 dialogues using sampled goals, with our PPO Transformer RL training approach (described in Sections 3.3 and 4.4).</td>
</tr>
<tr>
<td>10 UBAR official</td>
<td>OE</td>
<td>Official results for UBAR from the MultiWOZ GitHub repository (Budzianowski et al., 2022).</td>
</tr>
<tr>
<td>11 PPTOD official</td>
<td>OE</td>
<td>Official results for PPTOD from the MultiWOZ GitHub repository. We include PPTOD as it uses a related approach to UBAR, and is therefore useful as an additional baseline.</td>
</tr>
<tr>
<td>12 Reference</td>
<td>-</td>
<td>The reference corpus for MultiWOZ 2.2. from the MultiWOZ GitHub repository (MultiWOZ 2.2 is used in the official MultiWOZ evaluation scripts (Nekvinda and Dušek, 2021)).</td>
</tr>
</tbody>
</table>

| Table 5.2 Descriptions of each model outlined in Table 5.1. “TDs” stands for Turn Domains. Within the “TDs” column: “GT” stands for Ground Truth, “ITD” stands for Inferred Turn Domain (and refers to our ITD implementation outlined in Section 3.1.4), and “OE” stands for Official Evaluation which refers to the inference process used by Nekvinda and Dušek (2021) when a model uses GT TDs. |
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case we use the training set with synthetic user utterances plus the original dataset. That is, we train Distil-GPT2 on twice as much data. The intention of this experiment is to assess whether the inclusion of the synthetic user utterances provides enough diversity to the dataset to improve UBAR-E’s lexical richness, while also not causing overfitting due to the rest of the data in the two training sets being identical.

We see in line 5 of Table 5.1 that the BLEU, Inform, and Success rates all decrease relative to our baseline model, UBAR-E. It is interesting to note that the Success rate drops substantially more than the BLEU and Inform rates. This suggests that the model is still relatively effective at providing the required informable slots the majority of the time. However, the model is either relatively ineffective at providing the required requestable slots, or frequently fails on certain informable slots (either of which would explain the low Success rate and fairly high Inform rate).

Overall, we see that this approach does not work well. The vast majority of the data in the new training set with synthetic user utterances is identical to the original dataset (everything but the user utterances are the same). We therefore hypothesise that UBAR-E does indeed overfit to the data, as suspected, and this degrades performance.

5.2.2 Fully Synthetic Dataset

Next, we experiment with using fully synthetic data to train UBAR-E, in place of the standard MultiWOZ 2.0 data. To generate a fully synthetic dataset of 8,349 dialogues (the same number as the MultiWOZ 2.0 training set) we first sample 12,000 goals using the Convlab-2 goal model, developed by Zhu et al. (2020). We then use self-play to get LSP-US and UBAR-E to interact, generating full unseen dialogues based on the previously generated goals. See Figure 1.2 for a high-level representation of the self-play process. Due to mistakes both systems make, approximately 22% of dialogues are unsuccessful, which is why we need to sample the 12,000 goals to be confident we will get at least 8349 successful dialogues. These dialogues contain the user utterances from LSP-US and the system responses and intermediary components (the belief states, system acts etc.) from UBAR-E.

Once we have a fully synthetic dataset that matches the size of the MultiWOZ 2.0 training set, we perform two experiments. The first is to reproduce the training procedure for UBAR-E where we fine-tune Distil-GPT2, but in this case we do so using just the synthetic dataset. The second is to do the same but instead of using just the synthetic dataset, we use the combination of both the synthetic dataset and the MultiWOZ 2.0 training set1. We see in lines 6 and 7 of Table 5.1 that the BLEU, Inform, and Success rates all drop for both approaches, relative to

---

1 Resulting in a combined training set of 16,878 dialogues.
UBAR-E. We see these metrics drop dramatically for the version trained on just the synthetic data, on line 6. We also see that all four of the lexical richness metrics are significantly lower for this model than any other reported. The poor performance of the model trained only on synthetic data is very likely due to the propagation of errors from the model being trained on its own outputs. This circular approach has obvious challenges—the model outputs effectively need to be better than the human-labelled responses (that the model was trained on) for this to lead to performance improvements, so our results here are unsurprising.

What is more interesting is what happens when we reproduce the training procedure for UBAR-E using the combination of the synthetic dataset and the MultiWOZ 2.0 training set. While this approach has some of the same problems just outlined, we are interested in whether the synthetic data will increase the lexical richness of the responses due to increased diversity in the training set. In this setup, we now have twice as many unique dialogues, all based on different goals. Looking at line 7 in Table 5.1 we see that the model does indeed present a higher lexical richness than UBAR-E, with 5,085 unique tri-grams generated as opposed to 4,214. We see a similar trend for unique uni-grams generated, with 491 compared to 424. Encouragingly, the conditional bigram entropy has increased slightly, and the average response length has not increased\(^2\).

While these results are very encouraging, unsurprisingly, we also see the BLEU, Inform, and Success scores degrade relative to UBAR-E. However, this degradation is not catastrophic (a Score of 91.4 vs 99.0). We believe it would be valuable to continue this research to try to find ways to leverage the increased diversity in the system responses that this approach has generated, while achieving lower degradation in the Inform and Success rates.

### 5.3 Evaluating LSP-US

In this section we assess the lexical richness of LSP-US and compare it to UBAR-E. For LSP-US to be an effective User Simulator, it must retain sufficient diversity in its responses. In Table 5.3 we outline the results of two experiments assessing this. To perform these experiments we modified the official MultiWOZ evaluation scripts from Nekvinda and Dušek (2021) to assess the lexical richness of user utterances rather than system responses. In line 4 and line 7 we compare the ratio of the results from our models, LSP-US and UBAR-E, to the results using their respective reference corpora. We see that A. Len. and CBE drop further from the reference corpus for LSP-US compared to UBAR-E. However, we also see that both #U1 and #U3 drop substantially less relative to the reference corpus for LSP-US compared to UBAR-E.

\(^2\)A substantial increase in the average response length would suggest the other metrics may have simply increased due to the model generating longer responses.
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<table>
<thead>
<tr>
<th>Model</th>
<th>A. Len.</th>
<th>CBE</th>
<th>#U1</th>
<th>#U3</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Reference (UR)</td>
<td>11.7</td>
<td>3.43</td>
<td>1851</td>
<td>25,904</td>
</tr>
<tr>
<td>LSP-US Test Data</td>
<td>10.4</td>
<td>2.07</td>
<td>744</td>
<td>6458</td>
</tr>
<tr>
<td>LSP-US Synthetic Data</td>
<td>10.4</td>
<td>2.01</td>
<td>728</td>
<td>6081</td>
</tr>
<tr>
<td>LSP-US Test Data/UR</td>
<td>0.89</td>
<td>0.60</td>
<td>0.40</td>
<td>0.25</td>
</tr>
<tr>
<td>System Reference (SR)</td>
<td>14.0</td>
<td>3.01</td>
<td>1507</td>
<td>23,877</td>
</tr>
<tr>
<td>UBAR-E</td>
<td>13.3</td>
<td>2.04</td>
<td>424</td>
<td>4214</td>
</tr>
<tr>
<td>UBAR-E/SR</td>
<td>0.95</td>
<td>0.68</td>
<td>0.28</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 5.3 Results of assessing the lexical richness of LSP-US, including a comparison with UBAR-E. “A. Len.” refers to the average number of tokens in the system responses, “CBE” stands for Conditional Bigram Entropy, “#U1” refers to the number of distinct uni-grams, and “#U3” refers to the number of distinct tri-grams. User Reference and System Reference refer to the human-labelled user utterances and system responses, respectively, from the reference corpus for MultiWOZ 2.2. LSP-US Test Data (line 2) is assessed using the MultiWOZ test data, where the human-labelled system responses are used (effectively the inverse of the process used to assess UBAR-E and related models in Table 5.1 where the human-labelled user utterances are used). LSP-US Synthetic Data (line 3) represents the average of six different evaluations using synthetic data. The user utterances for each of the six evaluations are generated through the interaction of LSP-US and UBAR-E over 1000 dialogues. Each of these synthetic dialogues are driven by a randomly sampled goal from Convlab-2 (Zhu et al., 2020). The results from UBAR-E on line 6 are from Table 5.1.

These results are encouraging in that they suggest the loss of lexical richness in LSP-US is comparable to UBAR-E. They could also be interpreted as a substantial improvement if you consider the additional diversity represented by the number of distinct uni-grams and tri-grams (and the similar resulting CBE values).

In line 3 we see that the results obtained from evaluating LSP-US on synthetically generated dialogues are comparable to the results we obtain from evaluating LSP-US on the dialogues in the test set on line 2 (with human labelled system responses). We do observe the CBE, #U1, and #U3 are all slightly lower on line 3 compared to line 2. However, this makes sense as the system responses that LSP-US is interacting with are significantly less diverse for the synthetic data compared to the test data, due to the fact they come from UBAR-E (line 6), rather the System Reference corpus (line 5). The fact the results from the synthetic data are only slightly lower than the test data is encouraging, as it suggests that LSP-US is able to achieve relatively strong lexical richness compared to UBAR-E on synthetic data generated through self-play.

We present an example of LSP-US interacting with a test dialogue in Figure 5.1. We see that the responses are relatively similar, and it is interesting that in this case the dialogues
LSP-US generates aren’t notably less fluent or diverse than the human labelled responses. We even observe an example where LSP-US produces an arguably more fluent utterance, in turn 4.

Overall, these results suggest that we have built a relatively diverse User Simulator with comparable or greater lexical richness than UBAR-E and related models presented in Table 5.1. As a future step, it would be valuable to evaluate the accuracy of the User Simulator using a framework such as the GCDF1 Score developed by Coca et al. (2021), to see if the accuracy of LSP-US is also comparable to UBAR-E.

5.4 Evaluating E2E TOD systems on MultiWOZ

5.4.1 UBAR Evaluation vs. Official Evaluation

In this section we compare the UBAR evaluation scripts released by Yang et al. (2020) and the official evaluation scripts released by Nekvinda and Dušek (2021). The official evaluation scripts are used in the reported results on the MultiWOZ GitHub repository (Budzianowski et al., 2022). Table 5.4 contains a comparison of 6 different models from Table 5.1, using the two different evaluation scripts.

<table>
<thead>
<tr>
<th>Model</th>
<th>Official Evaluation</th>
<th>UBAR Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>Inform</td>
</tr>
<tr>
<td>1 UBAR best</td>
<td>17.6</td>
<td>86.4</td>
</tr>
<tr>
<td>2 UBAR best ITD</td>
<td>16.9</td>
<td>86.8</td>
</tr>
<tr>
<td>3 UBAR-E</td>
<td>17.8</td>
<td>86.9</td>
</tr>
<tr>
<td>4 UBAR-E ITD</td>
<td>16.7</td>
<td>86.7</td>
</tr>
<tr>
<td>5 UBAR-E Syn. Data A.</td>
<td>17.0</td>
<td>81.0</td>
</tr>
<tr>
<td>6 UBAR (GPT-2)</td>
<td><strong>18.2</strong></td>
<td>85.0</td>
</tr>
<tr>
<td>7 UBAR reported</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.4 Comparison of the official evaluation scripts and the UBAR evaluation scripts. See Table 5.2 for descriptions of the first six models referenced. “UBAR reported” on line 7 refers to the results published in the UBAR paper (Yang et al., 2020) for their best E2E model. We see a consistent trend of higher BLEU scores and lower Inform and Success scores for the “Official Evaluation” scripts compared to the UBAR evaluation scripts.

We observe that the official evaluation scripts produce BLEU scores that are consistently significantly higher, and Inform and Success rates that are consistently lower, than those produced using the UBAR evaluation scripts. We also see that while the overall Scores are relatively close for both evaluation types, the differences are substantial enough that one can draw very different conclusions depending on which system is used. For example, using the
Fig. 5.1 Example dialogue “pmul2179” from the MultiWOZ test set containing three domains, with user utterances from LSP-US and human labellers. We note that despite there being three different domains covered in a relatively short number of turns, LSP-US successfully finishes the dialogue with comparable fluency to the human-labelled utterances.
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official scripts, UBAR-E is the best performing model overall, however, with the UBAR scripts
UBAR-E GPT-2 is the best performing model. Further, the systems are in disagreement on the
best systems for the Inform and Success rates, and are only in agreement that UBAR GPT-2
has the highest BLEU score.

These discrepancies occur due to the two evaluation scripts using different scripts for BLEU
scoring, along with a more lenient implementation of the Inform and Success rates by UBAR
compared to the official scripts. For BLEU scoring, the official evaluation scripts use the
Sacre-BLEU package released by Post (2018) which has become a de-facto standard in the
field of machine translation since its release (Nekvinda and Dušek, 2021). Whereas the UBAR
evaluation scripts use the GentScorer interface from Wen (2016) which was released prior to
Sacre-BLEU and uses a different version of BLEU.

These inconsistencies demonstrate the importance of having a unified, official way of
evaluating these systems. We discuss this further in Section 5.4.3 below.

5.4.2 Published UBAR Results

Looking at line 7 in Table 5.4 we see the reported results for the E2E version of UBAR (from
the paper) are significantly higher than the results we find when using their best model, and
their evaluation code (both of which were published by Yang et al. (2021)). We also note that
the reported Inform rate of 95.4 in the UBAR paper is higher than the reference corpus for the
improved MultiWOZ 2.2 dataset, as shown in Table 5.1, which is unlikely with supervised
learning alone. Moreover, in the paper there is no mention that their E2E implementation uses
GT turn domains\(^3\). This is important to note as it means the implementation they use is unable
to interact with unseen dialogues and can only work with the human-labelled MultiWOZ data.
In summary, our re-implementation suggests the results published in the UBAR paper for their
E2E model are very likely an overestimate. We would like to acknowledge and thank Yang
et al. (2020) for open-sourcing their code and their model, without which this research would
not have been possible.

5.4.3 MultiWOZ Evaluation Improvements

Nekvinda and Dušek (2021) provided a highly valuable contribution to the TOD system research
field with the standardised evaluation scripts for MultiWOZ that they developed. As we show
in Section 5.4.1, differences in the way metrics are reported makes it challenging to compare
models, and the official MultiWOZ scripts have made a big difference to this. However, as
Nekvinda and Dušek (2021) note in their paper, there are still a range of significant challenges

\(^3\)This implementation detail is present in their published code.
with the core metrics currently used for evaluating the performance of MultiWOZ. One of the major issues is the inclusion of the BLEU score in the Score metric, which is used as the primary measure of the performance of a given model (where $Score = BLEU + \left( \frac{(Inform + Success)}{2} \right)$). As we discuss in Section 4.2, the BLEU score is a flawed metric for the fluency of TOD systems. We suggest that the BLEU score should be removed from this equation, and replaced with a combination of more nuanced and appropriate metrics that assess the lexical richness of the system responses—such as those used in the official evaluation scripts presented by Nekvinda and Dušek (2021).

Another limitation with the current way the Score is calculated is it doesn’t fully account for whether the model can appropriately deal with changing constraints from the user (e.g. the time and day or number of people for a restaurant booking). UBAR and other E2E TOD systems, including MinTL (Lin et al., 2020) and DAMD (Zhang et al., 2020a), use a reduced search database implementation that ignores all additional search constraints if a venue name or train ID is present. This simplifies the E2E model as it doesn’t have to be able to deal with the situation where: 1) the user provides a set of constraints, 2) the model provides an entity that matches those constraints, 3) the user provides an additional constraint that invalidates that entity. In this scenario, UBAR and other models that use reduced search will assume the booking is possible, no matter what the additional constraint is, as an entity has already been provided. Ideally, a model would alert the user that the additional constraint (e.g. time of booking) is not available, and ask them to provide another option. This requires a more complex system design, but results in a significantly more useful system in these scenarios.

To illustrate what happens in these scenarios, we provide an example dialogue from the MultiWOZ test set, “mul2376”, in Figure 5.2. In turn 5 the human-labelled response recognises that the additional constraint the user has provided is not available and asks for an alternative. However, we see that UBAR-E informs the user the booking was successful (when it was actually impossible), due to its use of reduced search. Under the current implementation of the Score for MultiWOZ models this significant mistake would not be penalised as the model proceeds to update its constraints to the alternative time provided by the user—which is then picked up as the correct slot-value pair at the end of the task. A potential way to fix this would be to update the Inform metric to be assessed for every turn, rather than simply checking if the last offered entity for each domain fulfils the constraints in the goal.

An additional example of a mistake UBAR-E makes but is not penalised for in the example dialogue shown in Figure 5.2, is in turn 2, where UBAR-E provides the phone number to the user even though the user didn’t acknowledge UBAR-E’s offer to provide it. This is awkward

---

4 With the exception that the BLEU score would be decreased slightly due to this, and this is an example of where the BLEU score is actually a useful metric.

5 Except for a small penalty via. the BLEU score, as with the previous footnote.
Results and Discussion

Fig. 5.2 Example dialogue “mul2376” containing two domains, with system responses from human labellers, UBAR-E (line 3 in Table 5.1), and UBAR-E refined with PPO Transformer RL (PPO TRL) (line 9 in Table 5.1). PPO TRL is refined on 900 dialogues using randomly sampled goals. We note that in turn 5 UBAR-E confirms a booking for a time when the restaurant is not open (discussed in Section 5.4.3). We also note that the PPO TRL model uses twice as many slots as UBAR-E (16 compared to 8) (discussed in Section 5.5).
and suboptimal, and would ideally be penalised through a Score that penalised the provision of additional, unnecessary slot-value pairs\textsuperscript{6}.

In summary, we believe that a more nuanced and appropriate measurement of model performance is needed. We suggest two main ways this could be improved: 1) by swapping the BLEU score for more nuanced lexical richness metrics, and 2) by improving the way the Inform rate is calculated to incorporate turn-level belief states. After all, what is measured is what is optimised for, and if the Inform rate was calculated according to our proposal then the reduced search implementation may not have been chosen by Yang et al. (2020) and others.

5.5 PPO Transformer Reinforcement Learning

In this section we discuss our initial results from our PPO Transformer RL training regime (Section 5.5.1), and the implications they have for improving our reward signal (Section 5.5.2).

5.5.1 Initial Results

We experiment with refining UBAR-E using PPO Transformer RL, and find encouraging preliminary results despite the instability in training outlined in Section 4.4. Line 9 of Table 5.1 presents the results of refining UBAR-E on 900 dialogues using randomly sampled goals. We see that our reward modules (outlined in Section 3.3.1) are effective at improving the Inform rate, pushing it from 86.9% to 90.5%—within 4% of the reference Inform rate of 93.7%. However, we see that the Success rate drops a few percentage points, and more significantly, the BLEU score drops from 17.8 to 11.5.

We believe there are two phenomena that explain these results. First, the increased Inform rate can be attributed to the model learning to generate more accurate belief states. It makes sense that this occurs because of the negative reward the model receives when it misses (or misinterprets) information that the US has provided. Second, the drop in the BLEU score can be attributed to the model learning to provide significantly more information to the user than it needs to. It does this as it has learnt that it receives a negative reward when it fails to provide the appropriate information the user requests. Because there is no penalty on the length of the generated text, a way to address this is to provide significantly more information than is necessary. We see this in the example dialogue in Figure 5.2 where the average response length for the PPO TRL model is longer than UBAR-E on average (18.5 compared to 15.4 average words per turn), and the PPO TRL model provides twice as many slots as UBAR-E throughout the dialogue (16 compared to 8). A clear way to address this second phenomena,

\textsuperscript{6}We recognise that such a scheme is non-trivial, though we believe such a scheme could be worth developing.
and the negative effect it has on the BLEU score, is to add a small negative reward for every word that is generated. If calibrated correctly (a non-trivial problem), this would encourage the model to provide concise responses containing the relevant information only.

Further, we see that the PPO TRL model has significantly higher results than UBAR-E on the lexical richness metrics. However, if we account for the average number of tokens in the system responses (by dividing the scores by their respective A. Len.), we see that our results do not suggest an increase in lexical richness. We get a lower CBE for the PPO TRL model, a similar #U1, and a higher #U3. This suggests the diversity of the responses are not well distributed. It is also in line with our empirical finding that the model is over-providing information in its responses. Our suggestion above of adding a per-token negative reward should address this.

While these results present a lot to be improved, they also present a case for the PPO Transformer RL approach we propose. The improved Inform rate gives us reason to believe the regime is working as intended in that the updated model outputs appear consistent with the reward signals we have provided, despite the training instability described in section 4.4. Along with addressing this instability, another important next step is to improve the current reward modules.

### 5.5.2 Reward Modules

There are a number of limitations in the design of the reward modules outlined in Section 3.3.1. First, as outlined in the previous section, the model currently has an incentive to produce overly verbose responses. A negative per-token reward should be added to encourage concise responses. Second, there is currently no reward associated with the fluency, or lexical richness, of the generated system utterances. This is a very important part of what makes a successful (useful) system response for a real-world TOD system, and therefore it should be explicitly optimised to ensure the model doesn’t drift too far from “fluent” generation.

These two specific issues allude to a more general challenge in our approach of defining the reward function in a hand-crafted, rule-based paradigm. We believe that the reward signal is insufficient to capture the intended (very complex) generation behaviour of the fully E2E model, and it is under-specified. This a particularly difficult challenge to address as we effectively need to provide a sufficiently well-specified reward signal for all four of the “tasks” UBAR is performing in each turn: (NLU, DST, DP, and NLG). If we under-specify even one of these, we risk the generation of the model “drifting” from the intended behaviour. In Section 6.2, we propose an improved regime that addresses these challenges.
5.5.3 Future Work

In the final section of this chapter we outline three improvements that could be made to our PPO Transformer RL implementation, and are extensions we would implement if we had more time to continue this research.

First, the training procedure should be parallelised to enable more efficient experimentation. Second, the instability in the KL divergence that we outline in Section 4.4 should be addressed. We believe this can be done by updating our implementation to use just the Clipped Surrogate Objective (Schulman et al., 2017), with no KL penalty. Third, our implementation should be adapted to jointly optimise both LSP-US and UBAR-E. Tseng et al. (2021) demonstrated the power of such an approach. Moreover, we rely on an assumption we know is flawed in our optimisation of UBAR-E, where we keep LSP-US static: we assume that LSP-US is perfect. That is, we assume the information in the user act of LSP-US appropriately incorporates the goal state and the previous system response, and that the generated user utterance correctly communicates the information in the user act. We know that this is not true through empirical analysis (a valuable extension to this work would be to focus on evaluating LSP-US quantitatively). A joint optimisation paradigm doesn’t make any such assumptions, and has the major promise of improving both systems simultaneously.

Finally, it would be beneficial to utilise a pre-trained conversation model as the “backbone” of UBAR-E and LSP-US (as opposed to Distil-GPT2). These models are trained on large corpora of dialogue data that is specifically conversational in nature, and the use of such models has recently been shown to be a very promising approach to training E2E Transformer-based TOD systems (as we discuss in Section 2.2.2).
Chapter 6

Conclusion

6.1 Summary

In this thesis we explore the research goal: can we build a fully E2E Transformer-based TOD system and User Simulator, that are good enough to be used to drive joint optimisation techniques such as those outlined in JOUST (Tseng et al., 2021)? We have developed and evaluated UBAR-E and LSP-US, and have demonstrated that these two systems perform well individually, and that together they form a strong foundation for joint optimisation experiments through self-play.

We outline the design of our E2E Transformer-based TOD system, UBAR-E, an extension of UBAR that enables it to work on unseen dialogues by using Inferred Turn Domains as opposed to ground-truth turn-domains. We also present our implementation of lexicalisation, the other key extension to make UBAR fully E2E. We show that UBAR-E achieves similar performance to UBAR across all MultiWOZ metrics, including lexical richness, despite it not having access to ground-truth turn-domains. We also show that UBAR-E sets a very high baseline performance for subsequent work to improve.

We outline the novel design of our E2E Transformer-based User Simulator, LSP-US. As far as we know, LSP-US is the first E2E Transformer-based User Simulator. We show that LSP-US achieves comparable or greater lexical richness than UBAR-E on the MultiWOZ dataset. Further to the development and analysis of our two core models, we also perform a number of experiments utilising synthetic data generated through self-play between the two models. We find that the approaches used are not effective, and conclude that RL approaches have higher promise.

We analyse differences in the evaluation scripts in the published UBAR code (Yang et al., 2021) and the official MultiWOZ evaluation scripts (Nekvinda and Dušek, 2021). We also analyse the E2E results in the UBAR paper (Yang et al., 2020) and conclude that they are not
consistent with other evaluation frameworks. We then discuss the current evaluation criteria used for the MultiWOZ dataset and suggest a number of improvements.

Finally, we develop an RL regime using Proximal Policy Optimisation, PPO Transformer RL, to refine our two models. We present encouraging preliminary results using PPO Transformer RL to refine UBAR-E and outline future work to improve our implementation.

6.2 Future Work

In this thesis we have developed an E2E Transformer-based TOD system and User Simulator, which together form a strong foundation for joint optimisation experiments through self-play. In this final section we summarise what we believe to be the highest-value approach to jointly optimise our two models, and thus the highest-value future direction for this research. As we have outlined, applying RL to E2E Transformer-based systems like UBAR-E and LSP-US is very challenging. We have discussed how one must effectively target all four “components” that the Transformer is modelling (NLU, DST, DP, and NLG) with the reward signal.

We suggest an alternative where we draw inspiration from the pre-Transformer, pipelined approach to building E2E TOD systems made of four modules, each performing a different task. We propose using this approach, but with a fine-tuned LLM for each of the respective modules. This would enable an adapted implementation of PPO Transformer RL (along with the improvements outlined in Section 5.5.3) to be used that focuses specifically on the Dialogue Policy model. Tseng et al. (2021) demonstrated the power of using RL specifically to jointly optimise the Dialogue Policy modules across both their E2E TOD system and User Simulator. We suggest effectively replicating this but with Transformers instead of LSTMs for text generation at each step.

Using RL to optimise the Dialogue Policy also has the advantage that there is already a mature body of research demonstrating its effectiveness (as outlined in Section 2.4.1). Finally, and critically, this approach enables us to continue to leverage the power of the Transformer architecture, while also leveraging a proven RL approach that is much less likely to lead to an under-specified reward signal.\footnote{We note that this approach does have the downside of requiring four fine-tuned large language models which presents increased challenges for training time and latency when deployed. However, with powerful compressed models like Distil-GPT2 we believe this is not a limiting factor.}

In summary, whichever direction this rapidly developing research field goes in next, we can be fairly confident Transformers will be a part of it—at least for some time. Transformers seem to be taking over the entire field of dialogue systems, and as the now famous paper says: Attention is all you need.
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