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Abstract

Large language models (LMs) like GPT-4, GPT-3.5, and BART have demonstrated strong ability in comprehending, rectifying, and producing code, making them a powerful tool in the realm of automated programming. However, they face significant challenges when it comes to multi-step reasoning inherent in constructing intricate algorithms. While human developers excel in this domain by employing hierarchical decomposition - a method that divides complex tasks into more digestible sub-problems - LMs falter as they typically generate code in a linear sequence without such decomposition. After decomposing a complex-algorithm, humans implement modular sub-solutions to each task before weaving them back into a cohesive, overarching solution. A benefit of this approach is the creation of a collection of sub-functions which can be used in the development of future programs. Our goal is to integrate this strategy within the context of LM-guided program synthesis. A key requirement in doing this is to encourage LMs to use unseen (during training) functions provided in-context. The challenge, then, is to guide LMs in synthesising complex-algorithms using user-provided functions, while also promoting the generation of adaptable sub-functions as a natural by-product.

Current solutions, while evolving, present a host of limitations. Classical program synthesis approaches, like "library learning", lack the flexibility of generating programs in general-purpose languages and rely on strict formulations of the target algorithm, rather than a simple natural language specification. Although contemporary coding assistants, such as GitHub Copilot, are designed leverage code provided in-context, they lack autonomy and are unable to be restricted to a precise set of user-defined functions. Self-planning and decomposition-focused methods, which strive for structured code-generation, don't handle failures effectively and often don't accommodate user constraints.

Addressing these challenges, we introduce a new approach. We first constrains a language model to use only code provided in-context by the user. The constrained model is prompted to generate a target algorithm, and if the constrained LM fails to generate working code, we provide it with a modular sub-function, which is intended aid its future attempts at generating working code. We show that sub-function generation can be automated by
leveraging LMs, creating an autonomous end-to-end system. Altogether, the end result is enhanced integration of code provided in-context and improved coding capabilities, all while adhering to user-defined constraints.

Our findings demonstrate the potential of this approach. When constraining GPT-4 and GPT-3.5 to use only a set of 21 handwritten functions, our method achieved 81.2% and 72.5% pass@1 accuracy on the HumanEval dataset, respectively. Moreover, our generated functions displayed remarkable adaptability across varying tasks and even datasets. Additional assessments highlighted LMs' challenges in conforming to constraints, further emphasizing the usefulness of our method. In this work, we also demonstrate how GPT-4 can achieve 85.4% pass@1 accuracy on HumanEval (only 6% below current state-of-the-art) simply by prompting for structured output formatting, underscoring the need for "half-shot" evaluation to better gauge LMs' true coding capabilities.

In summation, this work presents an effective method to leverage the intelligence of pre-trained LMs in program synthesis tasks constrained to using user-provided code.
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Chapter 1

Introduction

In this thesis, our objective is to synthesise programs using code provided in-context. Specifically, given a set of functions and a high-level description of an algorithm, our goal is to automatically generate a program that implements this algorithm solely using the given functions and the fundamental operations inherent to the general-purpose programming language, such as Python, in which the program is to be generated. Concurrently, as part of our solution, we aim to produce modular, reusable code—in the form of sub-functions—that generalises to future tasks, rather than one-off solutions.

1.1 Motivation

Algorithm development often requires the breaking down of complex logic into functions. These functions play a pivotal role in promoting code modularity and reusability, ensuring efficient problem-solving while minimizing redundancy and decreasing the potential for bugs to be introduced.

Recent advances in large language models (LMs) such as ChatGPT (GPT-3.5) ([15]), GPT-4 ([47]), and Claude-2 ([4]) show promising capabilities for code comprehension, correction, and generation (Li et al. [42], Bubeck et al. [17]), but are limited in their ability implement complex, compositional programs (Dziri et al. [24]). One reason for this limitation is their inability to implement and reuse functions. To make use of unseen (during training) functions without retraining a LM, the functions must be provided within its immediate context.

Encouragingly, LMs’ have demonstrated capabilities in using “tools”, or API-calls, provided in-context (Schick et al. [55], Wu et al. [67], Shen et al. [57], Liang et al. [43]). This capability is closely analogous to generating calls to functions provided in-context. Moreover, recent developments have allowed for increased size of LMs’ context windows (Chen et al.
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Fig. 1.1 Example Input/Output of the Desired System. The user provides a target algorithm description and custom functions. The system generates a solution using only the supplied functions, while also producing reusable sub-functions that are integrated into the output code and can be used for future tasks.

[20], Bertsch et al. [10], Martins et al. [46]). As a result, a large set of functions can be accommodated and presented in-context.

This motivates the development of a method wherein LMs are not only primed to use functions provided in-context but also engineered to yield reusable functions during their program synthesis attempts. There are many practical benefits to this system. For example, when a company aims to integrate a proprietary algorithm into its existing infrastructure, manual integration can be resource-intensive and prone to errors. In contrast, leveraging the proposed system offers an automated integration procedure.

1.2 Challenges

Designing a system that generates usable code while constrained to using user-specified functions presents several distinct challenges.

• A primary challenge is ensuring that the system can handle scenarios where it is initially unable to formulate the desired algorithm using the given functions. Specifically, there must be an effective mechanism to manage failures that remains consistent.
with the user-imposed constraints. A simplistic approach, such as elevating the temperature or incorporating the error trace as input, might inadvertently cause the model to stray from these constraints.

- Another significant challenge is ensuring the model can aptly use a user-provided function—even when encountering it for the first time—in context, rather than reverting to similar functions with which it is more exposed to in training. The efficacy of this depends on factors like the model’s size, its training set, and numerous other unpredictable variables. This consideration is paramount, especially considering that language models are trained on data sourced from the internet, inherently embedding them with human biases (Bender et al. [9], Weidinger et al. [65]). Such biases, when translated to code-generation, might manifest as a predisposition towards using certain functions, even if they’re outdated or not preferred by the user.

- Key challenges for LMs also lie in long-term planning and task decomposition (Creswell and Shanahan [22]). Planning over a lengthy history and effectively exploring the solution space remain challenging for LMs, who are prone to hallucinations. LMs struggle to adjust plans when faced with unexpected errors, making them less robust compared to humans who learn from trial and error (Bang et al. [7]).

- Even if the LM successfully adheres to the imposed constraints and generates functional code, a challenge remains: ensuring that the output is presented in a usable format without requiring human intervention. Pre-trained LMs are fine-tuned to produce outputs in specific, non-standard formats. If these formats are not anticipated, it can lead to inadvertent errors, as demonstrated by Chen et al. [18].

1.3 Current Solutions

With these challenges in mind, recent works have proposed various solutions aimed at overcoming these hurdles.

Approaches leveraging classical program synthesis methods have introduced the concept of “library learning”, exploring deductive algorithms which extract reusable components from an existing corpus of programs (Ellis et al. [25], Bowers et al. [13]). While these works produce reusable function libraries as a byproduct of program synthesis, they have some limitations inherent to classical synthesis methods. First, library learning relies on domain-specific languages (DSLs) rather than general-purpose code, like Python. This limits the generalisability of their solutions. Second, these approaches require a heavy amount of
input-output examples to properly specify the desired functions, whereas LMs can generate code from more flexible natural language specifications possibly combined with a few input-output examples.

Currently, LMs are often leveraged in code-generating tasks as coding "assistants" that suggest and debug lines of code in an auto-regressive manner. This approach (e.g., GitHub Copilot [30] and Amazon Codewhisperer [3]) invokes LMs to follow a limited range of context and produces code snippets in real-time to aid programmers. A coding-assistant, however, is designed to run alongside a human-programmer, and cannot be prompted to solve a number of problems on its own. Additionally, although this method often makes use of user-provided code, it does not allow the user to explicitly define which functions the LM can and cannot use.

In a more autonomous fashion, "agents", including AutoGPT [59], BabyAGI [69], GPTEngineer [5], and Aider [28], pose as a potential method to allow LMs to autonomously and iteratively construct complex programs, given simple user specifications. These agents can be initialised within a code-base and prompted to autonomously edit or generate code given the current context. Currently, however, none of the current methods integrate an effective way to handle cases when the model fails to produce working code. Failures are often handled by feeding the error into the input and re-prompting—posing potential for divergence away from the constraints by swamping the context. Agent like GPTEngineer [5] avoid this by mandating periodic human intervention, taking away from the full autonomy of these systems. In general, these models have demonstrated unstable behavior due to the compound hallucinations that can occur.

Other attempts to enhance the coding prowess of LMs through novel styles of prompting have been numerous. For example, the self-planning method introduced by Jiang et al. [38], prompts LMs to bifurcate the code-generation process into clear planning and implementation stages as a nod to how human programmers operate. Yet, this method does not result in the creation of modular functions, nor does it have an efficient system to address scenarios where the model struggles to produce working code. It’s also worth noting that while planning aids structure, it isn’t synonymous with the hierarchical breakdown of an algorithm.

In a decomposition-focused approach, Parsel (Zelikman et al. [71]), presents a framework that allows LMs to decompose complex algorithmic reasoning tasks into hierarchical natural language descriptions in the unique "Parsel" language which can then be automatically compiled into executable code using the "Parsel" compiler. Interestingly, this approach generates and validates code for each sub-function within that decomposition, but it remains
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The goal is to implement a target algorithm using only user-provided functions from a function bank along with basic Python operations. We constrain an LM to generate code under this limitation. When the generated code is non-functional, we employ another LM to propose and implement a new sub-function, or sub-skill. This sub-skill is appended to the set of usable functions. If the sub-skill does not adequately address deficiencies, this process repeats to sample a new sub-skills until the constrained model can integrate the new skills to generate working code. The core hypothesis is that supplying finely targeted skills missing from the model’s capability will enable it to compose a solution using functions only from the user-defined function library.

limited by the quality of the decomposition initially proposed by the LM. This method also does not provide a way to constrain the model to user-provided code.

1.4 Approach

Our approach distinguishes itself from existing solutions in several key ways. We've expanded on the idea of library learning, extending its applicability to general-purpose programming languages, and ensuring a more usable framework for providing task descriptions. Instead of directing the LM to initiate problem decomposition right away, we embed decomposition as an iterative, hard-coded process in our method, allowing for a greater margin of error at each decomposition step. In contrast to platforms like Copilot, our strategy is designed to function autonomously. Crucially, we achieve all these enhancements without compromising the commitment to only using functions provided in-context.
The key steps of our approach are:

1. We constrain a LM to synthesise programs using only code provided in-context, by the user. For example, a LM may be tasked to produce a Canny-edge detection algorithm given custom matrix_multiply and Gauss_2d functions.

2. If the “constrained” LM fails to generate working code, we query a separate model to analyse the dysfunctional code and produce a new function, or “sub-skill”, using only the given functions. For example, a proposed sub-skill may be convolve_2d.

3. The new sub-skill is added to the constrained model’s set of valid code, with the intention of helping the constrained model produce working code.

Iterating the steps above provides a simple, yet effective method to solve a given task, while adhering to the user-defined constraints and simultaneously producing a bank of modular, re-usable functions transferable to new problems. Our approach also allows for cost-saving benefits, as a cheaper model can be used in attempts to generate the target algorithm (i.e., step 1) while leveraging the intelligence of a more costly model to propose new sub-skills (i.e., step 2), since producing new sub-skills requires less context than full generation of the target algorithm.

Using our method, we attain 81.2% and 72.5% pass@1 accuracy on the HumanEval [19] dataset when constraining GPT-4 and GPT-3.5 to answer all questions using only a predefined set of handwritten functions designed to emulate behaviors of typical Python Standard Library [50] functions. Furthermore, applying our method under similar constraints allow us to generate working solutions to 17.4% of challenges (232 questions) within a subset of the APPS [35] dataset using GPT-3.5. A notable outcome of our approach is the generation of sub-functions which exhibited utility across different tasks and datasets.

Along the way, we characterise GPT-4 and GPT-3.5’s ability to adhere to user-provided constraints, and analyse the effects of proposing a constraint. In specific, we show that GPT-4 and GPT-3.5 perform 12% and 6% worse (pass@1 accuracy) on the HumanEval dataset when constrained to use replicated versions of common Python functions.

Notably, we demonstrate that GPT-4 achieves 85.4% (+18.3% above baseline and -6% below current SOTA: Reflexion [58]) pass@1 accuracy on HumanEval simply by instructing the model to format its output in a structured way, and then parsing the model output. To address this, we propose a new code-evaluation paradigm defined “half-shot” evaluation, designed to better estimate the true coding-ability of LMs.
1.5 Contributions

The main contributions of this work are:

- Through quantitative experiments, we confirm and characterize the performance degradation when constraining language models to unseen code, even when all skills needed to solve the given tasks are available.

- We develop a method to generate relevant sub-skills for enhancing language model coding performance, without requiring human interference. We compare the abilities of LMs in sub-skill generation tasks to those of humans.

- We demonstrate that providing language models with targeted sub-skills can restore performance on tasks where models fail when constrained to use user-provided code.

- We highlight flaws in the current “zero-shot” method of evaluating language models on coding tasks. Addressing this issue, we propose and utilise a new “half-shot” paradigm aimed at establishing a less biased estimate of models' coding-capabilities.

A shortened version of this thesis is intended to be submitted to the NeurIPS 2023 “ICBINB” Workshop.

1.6 Organisation of Report

The structure of this report is as follows:

- In Chapter 2, we discuss the foundational aspects of program synthesis and its associated domains. This chapter is included to provide necessary background and an understanding of the research landscape.

- In Chapter 3, we introduce our method constrained program synthesis. We detail the key steps to our solution and introduce metrics to assess skill-quality and evaluate generated code for functional correctness.

- In Chapter 4, we provide details of the experiments discussed in this report.

- In Chapter 5, we present our experiments and results.

- In Chapter 6, we conclude the report and provide a direction for future work.
Chapter 2

Background and Related Work

In this chapter, we discuss the foundational aspects of program synthesis and its associated domains. Our objective here is to provide necessary background for subsequent discussions and establish a contextual understanding of the research landscape.

• In Section 2.1 we introduce the problem of program synthesis. Here, we chart the evolution of traditional solutions and highlight the transition towards viewing program synthesis through the lens of natural language processing.

• In Section 2.2 we pivot to transformer-based methodologies, highlighting their significance in modern program synthesis. We discuss how LLMs code-generation abilities are being improved through prompt engineering, tools, and we also discuss agents.

• In Section 2.3 we introduce the related problem of program induction and discuss its limitations in the context of algorithm development.

2.1 Program Synthesis

Program Synthesis refers to the automated process of discovering programs within a specified programming language that adhere to a given set of constraints, often reflecting user intent (Gulwani et al. [33]).

In this section, we discuss the traditional techniques of program synthesis, and also introduce contemporary approaches that harness neural architectures. We then discuss a new perspective in viewing program synthesis as a natural language generation task, opening the door for program synthesis in general purpose languages.
2.1.1 Classical Methods

While modern methods frequently interpret user intent through natural language, expressing this intent in classical program synthesis techniques is often more complex and less direct (Biermann [12, 11]). One of the foundational approaches is deductive synthesis (Green [32], Manna and Waldinger [45]). This method requires formalising and then proving the existence of a program that satisfies a given specification through the use of formal logic. Following this proof, the program is then extracted. A key challenge with deductive synthesis has been that formulating the precise specification often becomes as labor-intensive and complex as manually writing the program. This led to the development of inductive synthesis methods that leverage inductive specifications, such as input-output examples, to alleviate some of these complexities (Shaw et al. [56]).

More modern approaches based on classical methods have employed probabilistic context-free grammars (PCFG) to generate a program’s abstract syntax tree (AST) (Ji et al. [37]). This represents an essential step in modeling the underlying structure of the code. Allamanis et al. [2] utilized PCFG in the context of text-to-code retrieval, while Yin and Neubig [68] extended this concept to text-conditional code generation, highlighting the flexibility and adaptability of this approach in various domains within program synthesis.

Building upon these foundational methods, program synthesis experienced a paradigm shift with the introduction of neural techniques.

2.1.2 Applying Neural Architectures to Enhance Classical Methods

In recent years, the integration of neural architectures with program synthesis has marked a significant advancement in the field. Parisotto et al. [49] introduced a neuro-symbolic program synthesizer, utilizing an LSTM-based neural network to systematically guide the search across the space of lambda calculus expressions. This approach marries traditional symbolic reasoning with neural techniques, offering a more flexible and adaptive search strategy. Similarly, Balog et al. [6] employed a deep learning model to predict the likelihood of specific functions appearing in the source code. This predictive model subsequently informs and guides the search algorithm towards finding a solution, facilitating a more efficient search process.

The classic synthesis methods often necessitate the definition of a domain-specific language (DSL) over which the neural network searches to synthesize a program. In a novel approach, Ellis et al. [25] presented a method for simultaneously learning the DSL and neural search policy. Intriguingly, this methodology enables the model to produce a unique domain-
specific library of code for each task it is trained on, reflecting an adaptive and task-oriented learning process.

### 2.1.3 Viewing Program Synthesis as a Natural Language Generation Task

The perception of code as a language analogous to natural language has gained traction, leading to the formulation of what is known as the *naturalness hypothesis* (Allamanis et al. [1]). This hypothesis posits that code shares essential characteristics with natural language, and it can be studied and modeled using similar statistical techniques.

In support of this, Hindle et al. [36] applied the n-gram model to model sequences of code. They provided empirical evidence that demonstrates code’s repetitiveness, highlighting its suitability for statistical modeling. The model was expressed as:

$$p(c_1^L) = \prod_{i=1}^{L} p(c_i|c_{i-n+1})$$  \hspace{1cm} (2.1)

Here, $c_i^L$ represents a sequence of code tokens of length $L$, $c_i$ is the $i$-th code token, and $n$ refers to the order of the n-gram model.

In the next section, we turn our attention to (no pun intended) a major evolution in language modeling and synthesis techniques.

### 2.2 Transformer-Based Approaches

The rise of large-scale transformer-based language models, such as BERT and GPT (Devlin et al. [23], Radford et al. [53]), significantly impacted natural language generation. Leveraging the success of these architectures, similar transformer-based models were applied to program synthesis tasks (Feng et al. [26], Kanade et al. [39], Clement et al. [21]). These models, with their ability to capture long-range dependencies and intricate patterns within data, have shown promise in understanding and generating code.

In this section, we provide an overview of the transformer architecture. We proceed to discuss decoder-only models, with an emphasis on the GPT series which are used in this thesis. Subsequently, we highlight recent strategies to enhance LLMs without fine-tuning, covering prompting methods, in-context tool learning, and autonomous agents.
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Fig. 2.1 **Decoder-only Transformer Architecture.** The diagram illustrates the decoder-only transformer architecture utilized in GPT models (Radford et al. [52], Brown et al. [16]). (Image credits: Liu et al. [44])

### 2.2.1 Transformer at a High-Level

The transformer architecture was first introduced by Vaswani et al. [63]. As originally proposed, the transformer is composed of two main components, the encoder and the decoder. The encoder’s role is to process the input sequence and compress this information into a continuous representation that captures the relationships between the elements in the sequence. This is achieved through a series of self-attention mechanisms:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V
\]

where \( Q, K, \) and \( V \) are the queries, keys, and values, respectively, obtained from a linear-transformation of the input (i.e., \( W_k \cdot X \)).

The decoder takes this continuous representation and, through a similar series of layers, generates the output sequence. It also employs self-attention, as well as attention over the encoder’s output, to generate each element of the output sequence in a context-aware manner.
2.2.2 GPT Models

In this work, we utilize the GPT-3.5 and GPT-4 models developed by OpenAI. The Generative Pre-trained Transformer (GPT) was introduced by Radford et al. [52]. This model leveraged a decoder-only transformer architecture, as initially demonstrated by Liu et al. [44].

- **GPT-3**: GPT-3 Brown et al. [16] implemented significantly more parameters and introduced new training techniques, enabling more accurate and versatile language modeling. Codex (Chen et al. [19]) was developed by fine-tuning this model on code-completions.

- **GPT-3.5**: The Reinforcement Learning from Human Feedback (RLHF) method described by Ziegler et al. [73] was used to further develop GPT-3 by incorporating human feedback to fine-tune the models to behave in chat-scenarios.

- **GPT-4**: The latest model, GPT-4 OpenAI [47] is the SOTA model across a wide range of tasks. The details of the model are not made public.

2.2.3 Improving Performance of LLMs through Prompt Engineering

To extract optimal behaviour from pre-trained language models such as GPT-4, a line of recent work has focused on improving prompting methods. For example, Chain of Thought prompting, introduced by Wei et al. [64], has shown to improve reasoning abilities of language models on complex, multi-step tasks.

Similarly, developers have started to create software specifically designed to optimize prompts (Beauchemin [8], HegelAI [34]). This optimization aligns with the common practice of hyperparameter tuning in deep learning, applying the same principle to the construction and refinement of prompts.

2.2.4 In-Context Learning and Tools

Recent LLMs such as GPT-4 have shown emergent abilities to learn new concepts in-context, meaning at inference time. This has allowed users to place useful information in the prompt, to which the LM will employ. For example, recent work has shown a fine-tuned language model’s ability to use “tools” provided in-context Schick et al. [55]. This is also possible using pre-trained language models Qin et al. [51]. Tools can be formulated as API calls. This is relevant to us, as invoking an API call mirrors calling a function.
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2.2.5 Autonomous Agents

In this sub-section, we discuss how LLMs have been used to power autonomous agent systems (Significant-Gravitas [59], yoheinakajima [69]). We are interested in this because autonomous agent systems have been used to synthesise programs (AntonOsika [5]) and have the capability to influence drastic changes in how user-constrained program synthesis is done.

An autonomous agent system refers to an AI system that can operate and make decisions independently to accomplish goals, with minimal human intervention. The key components of such a system include:

- **Controller**, or "brain" of the system. In the context of this thesis, we consider the case which utilise an LLM as the controller. The LLM processes inputs, makes plans, calls APIs, and controls the overall system behavior.

- A **planning module** which Breaks down tasks into subgoals, orders actions, and allows the agent to refine strategies over time. This can be as simple as Chain of Thought prompting (Wei et al. [64]).

- **Memory** can be provided through LLM context, and long-term memory (if-needed) via an external database for storing and quickly retrieving information.

- **Tool use**, as discussed in Section 2.2.4.

The agent sets goals, makes plans, takes actions, handles complexity, improves over time, and maximizes autonomy using its reasoning and available tools/resources. A general
overview is provided in Figure 2.2. Although the stability and utility of agents such as AutoGPT (Significant-Gravitas [59]) has been questionable, agents designed to aid coding tasks have shown promise:

- **GPT Engineer** (AntonOsika [5]) is designed to create a whole repository of code given a task specified in natural language. The GPT-Engineer is instructed to think over a list of smaller components to build and ask for user input to clarify questions as needed.

- **Aider** (Gauthier [28]) is a coding-agent designed to as a command-line assistant which efficiently gains knowledge of a codebase and can be tasked to edit or implement new code. Aider has developed an efficient method to provide full “code-context” in the limited context of a language model by sending GPT a concise map of your whole git repository that includes all declared variables and functions with call signatures.

While agents like Aider are designed to work and build on-top of user-provided code, they do not allow for the user to fully constrain the model to the given codebase and do not directly present an effective way to handle cases when the model commits dysfunctional code.

### 2.3 Program Synthesis vs. Program Induction

In this section, we introduce the problem of program induction, an alternative approach towards algorithm development. Program synthesis and induction both seek to derive a program from input/output examples or user specifications. Program induction aims to create a model that itself functions as an algorithm, executing inputs like an algorithm, whereas program synthesis leverages models to generate programs. Though this work emphasizes program synthesis, we briefly review program induction efforts.

#### 2.3.1 Recent Work in Program Induction

Many endeavors in program induction use neural architectures such as the Neural Turing Machine introduced by Graves et al. [31]. This architecture combines an LSTM with external memory, forming a trainable, differentiable Turing Machine. Zaremba and Sutskever [70] took a similar approach, training an LSTM to execute programs with remarkable accuracy.

Recent works in program induction have explored transformer-based models. Parez et al. [48] proved the Turing completeness of attention mechanisms (with slight modifications), the fundamental component of transformers. Giannou et al. [29] demonstrate that transformers, when looped (i.e., output is fed back in as input) can function as universal computers. In fact, they show that a looped transformer can emulate a basic calculator. Similarly,
Sindhi [60] proposed an approach for efficiently and precisely learning to combine previously trained skills for new tasks using coding transformers and hierarchical learning. Furthermore, Zhang et al. [72] investigated transformers’ ability to emulate recursive functions, revealing that they learn approximations rather than true recursion.

2.3.2 Limitations

Program induction’s limitations stem from its specificity. Although some methods yield interpretable programs (Kurach et al. [41], Gaunt et al. [27]), each task necessitates a unique neural network. Training such networks is often less efficient and less reusable compared to traditional code development.
Chapter 3

Method

In this chapter, we introduce our method to synthesise programs using only code provided in-context. The key steps, at a high-level, to our solution are:

1. Generate a prompt that both instructs the language model regarding the target algorithm and defines the user-specified "constraint." In this work, a "constraint" refers to the restriction that the model can only generate code containing calls to the specific set of functions provided by the user. Any other function calls outside this set are disallowed. This step is discussed in Section 3.1.

2. Use the generated prompt to sample code from the model. Evaluate the code using our "half-shot" method introduced in Section 3.4.1. If the code correctly implements the target algorithm while following the constraint, the problem is solved. Otherwise:

3. Generate a new prompt that informs a separate language model of the target algorithm, the constraint, and provides the non-working code. Instruct the model to produce a helpful "sub-skill," a term used in this work to refer to a Python function. The goal is for the model to propose a sub-skill that, if added to the set of allowed functions, will help the constrained language model produce working code. This step is discussed in 3.2.

4. Use the prompt generated in the previous step to sample a skill from a LM. Append this skill to the list of valid, user-provided functions. Details of this step are discussed in Section 3.3.

5. Repeat from Step 1.
Fig. 3.1 Method Overview. Our goal is to implement a target algorithm $F^*$ using only a set of user-provided functions $V$ and basic Python operations. We constrain a language model to generate code under this constraint: $p_{LM}(C|p_{cg}; V)$ where $p_{cg}$ is a dynamically-generated prompt. When the sampled code is non-functional, we employ another model $p_{LM}(F|p_{sp}; V)$ to implement a modular sub-skill, $F_{N+1}$. This sub-skill is added to $V$ and designed to aid the constrained model in implementing $F^*$. If $F_{N+1}$ does not adequately address deficiencies, this process repeats and new sub-skills are generated until the constrained model can generate working code. Sub-scripts $CG$ and $SP$ are used to distinguish between code-generation and skill-proposal, respectively. The core hypothesis is that supplying finely targeted skills not present in $V$ will build a useful set of functions on-top of those provided in-context which will enable the constrained model to successfully generate $F^*$. 
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![Code-generation prompt generator, \( t_{cg} \)]

**Fig. 3.2** Prompt template used for constrained code-generation. Key elements are specifying accessible valid functions \( V \) and restricting invalid ones \( I \). Valid functions are provided through names, inputs/outputs, descriptions, and/or full code based on the optimal information level (see Fig. 3.4). Invalid functions, especially common training set ones like Python Standard Library, are listed to reinforce restrictions. Prompt structure is tuned by maximizing Usage Rate of \( F \in V \) and minimizing Non-Compliance Rate of \( F \in I \).

### 3.1 Constraining a Language Model to use Code Provided In-Context

In this section, we introduce a method to constrain a code-generating language model to use only a set of functions provided in-context by the user. We model code-generation as sampling code \( C \) from an LM formulated as a probabilistic function conditioned on prompt \( p_{cg} \), which is generated by “prompt-generator” \( t_{cg} \):

\[
C \sim p_{LM}(C|p_{cg})
\]

\[
p_{cg} = t_{cg}(F^*, V, I, p_f)
\]

Here, \( t_{cg} \) takes as its inputs the target algorithm \( F^* \), formatting-instruction \( p_f \), the set of valid functions \( V \), and the set of invalid functions \( I \) as an input. Although it may seem redundant to provide any information on any invalid functions since the model is already restricted to \( V \) (i.e., any \( F \notin V \) is invalid), we discuss why this can be necessary later in this section. The subscript \( cg \) is used to denote that the specified prompt/prompt-generator is intended for code-generation.

Prompt generator, \( t_{cg} \), (Fig. 3.2) is designed around two key objectives:
System Prompt

You are an intelligent programmer. You must complete the python function given to you by the user using only the functions they give you. And you must follow the format they present when giving your answer!

User Prompt

You have access to the following Python functions:

# VALID FUNCTIONS
{user_provided_functions}

You must complete the python function I give you using ONLY the given valid functions. You CANNOT use any of the following invalid functions:

# INVALID FUNCTIONS
{restricted_functions}

You must write the completion in the following form:

# FUNCTION HEADER
...
# START OF COMPLETION
...

You may only write your response in code/comments. Do not be verbose.
The function you are to complete is:
{func}

Fig. 3.3 Example prompt for an OpenAI chat model (GPT4/3.5). Constraints on valid and invalid functions are provided in the User Prompt. Alternatively, constraints can be specified in the Syntax Prompt. Optimal placement depends on the model and should be tested. Using natural, commenting-style formatting instructions increases likelihood of correct formatting, as models have exposure to this. Unfamiliar formatting styles (e.g. @@!!Start Completion!!@@) may be ignored, especially at temperature=0.

- Maximise the likelihood that, for any target algorithm $F^*$, the model will generate working code $C$ which calls the user-provided functions $F \in V$
- Minimise the likelihood that the model will invoke invalid functions $I$ or, more generally, $F \notin V$, thereby restricting the model to functions allowed within the user-defined constraint.
### 3.1 Constraining a Language Model to use Code Provided In-Context

<table>
<thead>
<tr>
<th>input/output</th>
<th>input/output + description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>get_length(iterable) -&gt; int</code></td>
<td><code>get_length(iterable) -&gt; int</code></td>
</tr>
<tr>
<td>'Returns the count of items in the given iterable.'</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>code</th>
<th>code + description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>def get_length(iterable) -&gt; int:</code></td>
<td></td>
</tr>
<tr>
<td><code>count = 0</code></td>
<td></td>
</tr>
<tr>
<td><code>for _ in iterable:</code></td>
<td></td>
</tr>
<tr>
<td><code>count += 1</code></td>
<td></td>
</tr>
<tr>
<td><code>return count</code></td>
<td><code>def get_length(iterable) -&gt; int:</code></td>
</tr>
<tr>
<td><code>count = 0</code></td>
<td></td>
</tr>
<tr>
<td><code>for _ in iterable:</code></td>
<td></td>
</tr>
<tr>
<td><code>count += 1</code></td>
<td></td>
</tr>
<tr>
<td><code>return count</code></td>
<td></td>
</tr>
</tbody>
</table>

---

#### Fig. 3.4 Information levels for provided functions.

At minimum, name and I/O-behavior must be given (top left). Optionally, a description can be added (top right). Alternatively, code without comments (bottom left) or with comments (bottom right) may be provided. The optimal information level depends on the model, task, and budget.

**Providing valid functions.** To accomplish these goals, prompt $p_{cg}$ must provide useful information on the valid functions and clearly restrict invalid ones. We consider the case where all $F \in V$ can be provided directly in the prompt. An alternative approach is supplying an API to query valid functions as needed. However, if all functions fit within the model’s context window, as in our experiments, using an API is redundant.

To encourage correct usage of a user-provided function $F \in V$, the prompt must include, at minimum, instructions for calling each function and input/output behaviour, i.e., $f_{name}, f_{io} \in F$. Additionally, providing a description of the function $f_{desc}$ and/or full source code, $f_{code}$, may be beneficial. Refer to Figure 3.4 for an example of these elements.

The optimal level of information to provide per function depends on the specific model, task, and budget. To determine the appropriate level of detail, we introduce the *Utilisation Rate (UR)* metric in Section 3.4.2 of this report.

**Restricting Non-Valid Function Calls.** After providing function details, we specify that only functions in $V$ may be called in generated code. To reinforce the constraint, a list of invalid functions, $I$, may also be explicitly provided. Listing invalid functions is useful when restricting use of highly exposed functions, i.e., Python Standard Library. Deciding which invalid functions to explicitly restrict depends on the task context. For example, when
**Skill-proposal prompt template.** Key elements are the failed code $c_{code}^{(f)}$ skill proposal instructions, and highlighted skills $V^\ast$. Working code that does not follow the required constraints may also be included. The aim of the prompt is to instruct the skill-proposal model to determine and implement a new sub-function $F_{N+1}$ to provide to the constrained model.

generating computer vision code, explicitly prohibiting OpenCV (Bradski [14]) functions is useful. To guide selection, we define the Non-Compliance Rate (NCR) in Section 3.4.2.

### 3.2 Sub-skill generation

Code $C$ sampled from $p_{LM}(C|p_{cg}; V)$ is evaluated for functional-correctness. Evaluation is formulated as a function $E(C, U)$ which parses relevant code $c_{code}$ from $C$ and evaluates this against unit-tests $U$. The evaluation block tags the code with a pass ($p$) or fail ($f$) and returns the tagged code as its output. Further details on evaluation are discussed in Section 3.4.

When a constrained language model generates dysfunctional code $c_{code}^{(f)}$, for a given task $F^\ast$, our approach requires generating a new sub-skill which, if added to the set of valid functions, $V = \{F_1^{(v)}, ..., F_N^{(v)}\}$, is intended to increase the probability of sampling working code from the constrained language model:

$$p_{LM}(c_{code}^{(p)}|F^\ast, F_{N+1} \cup V) > p_{LM}(c_{code}^{(p)}|F^\ast, V)$$  \hspace{1cm} (3.3)$$

Here, $c_{code}^{(p)}$ is working, constrained code and $F_{N+1}$ is the new sub-skill. We define sub-skills as modular Python functions that can be invoked in an overarching function implementation.
3.2 Sub-skill generation

System Prompt

Follow the user instructions and provide an implementation of what you deem to be the most useful sub-function.

User Prompt

I have the following docstring:

{docstring}

A correct completion to this function is:

{unconst_comp}

I constrained a language model to generate a new completion using only custom Python functions that I provided. I gave it access to the following functions:

{custom_funcs}

It generated the following incorrect completion:

{const_comp}

What new function would be useful to provide to the “constrained” language model to help it produce a working completion? Propose a completely new function. Only output code implementing the new function you propose. Only output executable code. Format your answer as follows:

# BEGIN NEW-SUB FUNCTION ...

Fig. 3.6 Example skill-proposal prompt for an OpenAI chat model (GPT4/3.5). This illustrates querying for a single sub-skill function, though the prompt could be modified to request multiple skills. The problem statement and non-working constrained model are included to provide context. Working code which does not adhere to the constraints is provided in this example. The model is instructed to propose and implement the most useful new function to integrate.

If the coding-task is implementing a function, that function is the overarching skill. New sub-skills, when added to the collection of valid functions in the prompt (see Section 3.3 for details), aim to enable the constrained model to generate working code.

Sub-skills are proposed and implemented by sampling from a language model conditioned on prompt $p_{sp}$:
\[ F \sim p_{LM}(F|p_{sp}) \]  
\[ p_{sp} = t_{sp}(c^{(f)}_{code}, F^*, V, I) \]  

At minimum, the task description, \( F^* \), valid functions \( V \), and non-working code, \( c^{(f)}_{code} \) are provided in the skill-generation process as context. The subscript \( sp \) denotes that the associated prompt/promp-generator are intended for skill-proposal.

We also consider the case where working, non-constrained code, \( f^{*}_{soln} \), may be provided in the skill generation process:

\[ p_{sp} = t_{sp}(c^{(f)}_{code}, f^{*}_{soln}, F^*, V, I) \]  

It is crucial to note that, if included, the working code, \( f^{*}_{soln} \) does not meet the requirements imposed by the constraint. \( f^{*}_{soln} \) may be directly provided by a dataset (see Section 4.1) or produced by an unconstrained language model. Also note that the entire sub-skill generation process maintains the user specified constraints.

To measure the quality of a proposed sub-skill, we introduce Precise and General Utility (PU/GU) in Section 3.4.2.

### 3.3 Integrating Sub-Skills into New Code Generations

In the previous section, we outlined our method for generating useful sub-skills when a constrained model fails to produce working code. Here, we discuss how to effectively integrate new sub-skills into the constrained model's future code-generations.

To integrate a new sub-skill \( F_{N+1} \) into new code-generations we can simply add it to the set of valid functions \( V \):

\[ V \leftarrow \{ F_{N+1} \} \cup V \]  

and follow the approach discussed in Section 3.1. This alone, however, is not sufficient. Because \( F_{N+1} \) was implemented to aid specifically in solving task \( F^* \), it is likely that \( F_{N+1} \) is more useful than other \( F \in V \) in the context of solving \( F^* \), and should be distinguished within prompt \( p \), among \( F \in V \). To do this, we introduce the following subset:

\[ V^* \subset V \]
3.4 Evaluation Framework

In this section, we motivate and describe our novel “half-shot” methodology for evaluating code-generations for functional-correctness (Subsection 3.4.1) and introduce the metrics used to assess the quality of proposed sub-skills (Subsection 3.4.2).

3.4.1 Evaluating Code Generations for Correctness

In this subsection, we first introduce a common metric used in functional evaluation of code. We then discuss how the standard evaluation procedure of language models on coding tasks can be misleading, as inconsistent output formatting penalizes models’ scores. In the end, we introduce a new evaluation method leveraging formatting instructions and output parsing which provides a tighter estimate of a model’s potential on programming datasets.

where $V^*$ contains all $F \in V$ which are thought to be “particularly useful” in implementing the target algorithm $F^*$. We then formulate the new prompt $p$ with respect to this distinction:

$$p_{cg} = t_{cg}(F^*, V^*, V, I, p_f)$$  \hspace{1cm} (3.9)

Here, the updated prompt $p_{cg}$ is used to condition the language model, from which a new solution to $F^*$ is sampled.

Note that as $|V^*|$ increases, performance may decrease by overloading the context. Therefore, it is necessary to determine the optimal size for $|V^*|$ (for an example, see Figure 5.11).
Metrics for Code Evaluation

Code generated by a language model can be evaluated for functional correctness through unit testing or, less commonly, for similarity to a canonical solution using match-based metrics like CodeBLEU (Ren et al. [54]). In this work, we focus solely on testing for functional correctness, aligning with standard procedures used by human developers to evaluate code.

When evaluating model generations for correctness, a useful metric is pass@$k$ accuracy originally introduced by Kulal et al. [40]. $k$ generations $C$ per-problem $q_i \in Q$ are sampled from the model, $LM(C)$, and a problem is considered solved if any of the generations pass the associated unit-tests. Formally, for a set of questions $Q$, where each $q_i \in Q$ has an associated set of unit-tests $U$, the pass@$k$ accuracy is defined as:

\[
\text{“zero-shot” pass}@k = \frac{1}{|Q|} \sum_{i=1}^{|Q|} 1(\exists c_n \in C : u_j = \text{pass} \forall j)
\]  

\[
= \frac{1}{|Q|} \sum_{i=1}^{|Q|} 1(\exists LM(p_i)_n \in C : u_j = \text{pass} \forall j)
\]

Here, $C = \{c_1, ... c_k\}$ is the set of $k$ generations sampled from model $LM(p_i)$ and $p_i$ is the prompt associated with question $i$. In this context, “zero-shot” means that the only input to the model is prompt $p_i$ provided by the dataset.

Standard Method of Evaluating Baseline Models

Typically, datasets like HumanEval and APPS (introduced in Section 4.1) provide a prompt describing the code to implement, which is fed directly to the model as the only input when evaluating for zero-shot performance. The model’s output is evaluated for functional correctness, as described above. However, this zero-shot evaluation methodology is problematic when models have inconsistent output formatting.

Specifically, top-performing language models are often finetuned to behave interactively, generating verbose, conversational responses rather than just completions. This causes variability in how they format code outputs by default - some models tend to wrap code in markdown formatting like “‘triple backticks” or may include non-executable explanatory text before or after the code. These extraneous characters often result in syntax errors when the output is evaluated, penalizing the model’s score regardless of the functionality of the code provided (Chen et al. [18]).
3.4 Evaluation Framework

To accurately evaluate experimental results presented in Chapter 5, we need a strong baseline representing the true potential of existing models and approaches. If the baseline underperforms due to a suboptimal evaluation procedure, it may be the case that our approach's gains are simply a result of improved formatting rather than enhanced coding abilities (although this would be difficult to prove). At minimum, we want to ensure our approach provides quantitative value beyond what can be added from simply using a formatting prompt and parser.

**Our Method of Evaluating Baseline Models**

To do this, we introduce a modified evaluation method focused on establishing tight upper bound estimates for a model's coding-ability. The rightmost prompt in Figure 3.7 illustrates our evaluation methodology on the *HumanEval* dataset for GPT-3.5 and GPT-4 models. While the optimal formatting prompt and its placement may vary based on the model and dataset, this demonstrates our general approach, which is outlined below:

1. Add a formatting-string to the prompt given by the dataset, instructing the model to formulate relevant code in an easy-to-parse format. The formatting-string cannot provide any domain specific informational advantages. For example, a formatting-string which uses the correct answer as an example on how the model should structure its output is not acceptable.

2. Parse the model output to extract the relevant code. The parser should strip non-code from model outputs before evaluation, minimizing syntax errors.

3. Evaluate the code using pass@k.

Combining all three steps, we formulate this evaluation method, calling it “half-shot” pass@k, as follows:

\[
\text{“half-shot” pass@k} = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \| (\exists \ c_i^* \in C : u_{ij} = \text{pass} \ \forall j) \] (3.12)

\[
= \frac{1}{|Q|} \sum_{i=1}^{|Q|} \| (\exists \ P(LM(p_i, p_f))/(n,p_f) \in C : u_{ij} = \text{pass} \ \forall j) \] (3.13)

In comparison to “zero-shot” pass@k, “half-shot” pass@k adds a formatting-string to the model input, denoted \( p_f \) and passes the model output through parser \( P \). Note that the behavior of the parser is dependent on \( p_f \).
Because this approach modifies the input to the model and parses the output, our evaluation method does not technically qualify as zero-shot even though no task-specific informational advantages are provided in-context. Nonetheless, we believe that “half-shot” evaluation provides a more accurate estimate of a language model’s unaided performance on a coding task.

### 3.4.2 Metrics Used for Prompt Tuning

#### Evaluating Efficacy of Imposed Constraint

To quantify how responsive a constrained language model is to the provided constraints, we define Usage Rate (UR), Function-Specific Usage Rate ($UR_F$), and Non-Compliance Rate (NCR):

\[
UR = \frac{1}{|Q|} \sum_{i=1}^{\left|Q\right|} \mathbb{1}(\exists F \in V : c_i \text{ calls } F) \tag{3.14}
\]

\[
UR_F(F) = \frac{1}{|Q|} \sum_{i=1}^{\left|Q\right|} \mathbb{1}(c_i \text{ calls } F) \tag{3.15}
\]

\[
NCR = \frac{1}{|Q|} \sum_{i=1}^{\left|Q\right|} \mathbb{1}(\exists F \in I : c_i \text{ calls } F) \tag{3.16}
\]

\[
NCR_F(F) = \frac{1}{|Q|} \sum_{i=1}^{\left|Q\right|} \mathbb{1}(c_i \text{ calls } F) \tag{3.17}
\]

All metrics are evaluated across a set of tasks $Q$. The UR indicates how often the model uses any of the provided functions. The $UR_F$ offers finer-grained insight into how specific functions $F$ are being used.

The NCR indicates at what rate the model generates calls to invalid functions. Although the function agnostic NCR generally suffices for prompt optimisation, $NCR_F$ may further reveal a model's exposure to specific functions during training, giving insight to take steps to further constrain or de-bias the model accordingly.

#### Evaluating Utility of a Sub-skill

To quantify the usefulness of a sub-skill $F_{N+1}$, for a single task and at-large, we introduce Precise and General Utility (PU/GU), respectively:
3.4 Evaluation Framework

\[ PU = \frac{1}{|Q|} \sum_{i=1}^{Q} \frac{\mathbb{1}(F_{N+1} \in V^*, \text{code calls } F_{N+1}, \text{code} = \text{passed})}{\mathbb{1}(F_{N+1} \in V^*)} \]

\[ GU = \frac{1}{|Q|} \sum_{i=1}^{Q} \frac{\mathbb{1}(F_{N+1} \in V^*, \text{code} = \text{passed})}{\mathbb{1}(F_{N+1} \in V^*)} \]

(3.18)

(3.19)

PU measures the rate at which the model generates working code which calls \( F_{N+1} \) when \( F_{N+1} \) is included as a distinguished sub-skill. GU more generally measures the rate at which the model generates working code when \( F_{N+1} \) is included as a distinguished sub-skill. High GU and low PU may indicate that although the model did not directly call the given sub-skill in its output, it may have learned useful information from it in-context.
Chapter 4

Experimental Setup

In this chapter we provide details related to the experiments presented in Chapter 5:

- In Section 4.1, we provide a description of the two datasets used, along with a sample question from each dataset (Figures 4.2, 4.3). In addition, we provide details of the all sub-datasets in Subsection (see 4.1.3) used in Sections „ of this report.

- In Section 4.2, we provide details of the prompts used in Section 5.2.1 of this report.

- In Section 4.3, we present the details of the set of functions \( V \) used to constrain the language model in our experiments. In Subsection 4.3.1 we offer a closer look at the five splits of functions presented in Figure 5.6.

4.1 Description of Datasets

In this work, we use two datasets: HumanEval (Chen et al. [19]) and APPS (Hendrycks et al. [35]).

4.1.1 HumanEval

HumanEval (HE) is designed to measure functional correctness for synthesizing programs from docstrings. It consists of 164 Python questions:

\[
\text{HumanEval} = \{H_1, ..., H_{164}\} \tag{4.1}
\]

Where each question \( H_i \) contains:

\[
H = \{h_{\text{doc}}, h_{\text{io}}, h_{\text{soln}}\} \tag{4.2}
\]
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**Fig. 4.1 Sub-datasets extracted from HumanEval.** Relevant sub-datasets are highlighted in yellow. $HE_{BFF}$ includes the questions that the original, unconstrained model failed to solve with just one attempt. On the other hand, $HE_{CF}$ comprises questions that the baseline, unconstrained model answered correctly, but the constrained model could not solve. Both of these sub-datasets undergo a refinement process, where the constrained baseline model is allowed three more attempts at answering all questions (with $temp = 0.5$). This step ensures that any future successes in our experiments are more likely a result of genuine improvement rather than random chance.

where $h_{doc}$ is the docstring prompt, $h_{io}$ provides input/output examples to test correctness, and $h_{soln}$ gives a reference solution. We use HumanEval because it is high-quality and handwritten, reducing exposure risk in models. The main drawback is the small-number of questions, which is why we also use APPS.

### 4.1.2 APPS

The Automated Programming Progress Standard (APPS) dataset consists of competition-level coding problems collected from different open-access coding websites such as Codeforces. APPS attempts to mimic how humans programmers are evaluated by posing coding problems in unrestricted natural language and evaluating the correctness of solutions.

$$\text{APPS} = \{A_1, ..., A_{10000}\}$$

$$H = \{a_q, a_{meta}, a_{io}, a_{solns}\}$$

Each problem contains a verbosely worded question, $a_q$, a rating (classified as introductory, intermediate, or competition level) contained in the metadata $a_{meta}$, input output pairs to test for functional correctness $a_{io}$ and a number of canonical solutions $a_{solns}$.

Because APPS is compiled from open-access websites, it is suspected to have leaked into many language model’s training data (Chen et al. [19]). We use APPS mainly to show our results on a large-scale.
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TestID 0000

Question, \( a_q \)

An accordion is a string (yes, in the real world accordions are musical instruments, but let’s forget about it for a while) which can be represented as a concatenation of: an opening bracket (ASCII code 091), a colon (ASCII code 058), some (possibly zero) vertical line characters (ASCII code 124), another colon, and a closing bracket (ASCII code 093). The length of the accordion is the number of characters in it. For example, [:], [:|:] and [:|||:] are accordions having length 4, 6 and 7. (:|:), ([:]), ([:]), [:||:] are not accordions.

You are given a string \( s \). You want to transform it into an accordion by removing some (possibly zero) characters from it. Note that you may not insert new characters or reorder existing ones. Is it possible to obtain an accordion by removing characters from \( s \), and if so, what is the maximum possible length of the result?

—–Input—–

The only line contains one string \( s \) (1 \( \leq |s| \leq 500000 \)). It consists of lowercase Latin letters and characters [,, ],: and |.

—–Output—–

If it is not possible to obtain an accordion by removing some characters from \( s \), print -1. Otherwise print the maximum possible length of the resulting accordion.

Unit-Tests, \( a_{\text{ito}} \)

\[
[|a:b:|] \rightarrow 4
\]

\[
[|]:|:| \rightarrow -1
\]

…

Canonical Solution, \( a_{\text{soln}} \)

…

Metadata, \( a_{\text{meta}} \)

Difficulty Interview

…

Fig. 4.2 Example APPS question. The question \( a_q \) is fed as the input to the LM. The output of the model is evaluated against unit tests, marked \( a_{\text{ito}} \). Each question in the APPS dataset has a difficulty rating: beginner, interview, or competition.
Task ID HumanEval/71

Prompt, $h_{doc}$

def triangle_area(a, b, c):
    '''
    Given the lengths of the three sides of a triangle.
    Return the area of
    the triangle rounded to 2 decimal points if the three
    sides form a valid triangle.
    Otherwise return -1
    Three sides make a valid triangle when the sum of any two
    sides is greater
    than the third side.
    Example:
    triangle_area(3, 4, 5) == 6.00
    triangle_area(1, 2, 10) == -1
    '''

Canonical Solution, $h_{soln}$

    if a + b <= c or a + c <= b or b + c <= a:
        return -1
    s = (a + b + c)/2
    area = (s * (s - a) * (s - b) * (s - c)) ** 0.5
    area = round(area, 2)
    return area

Unit Tests, $h_{io}$

def check(candidate):
    assert candidate(3, 4, 5) == 6.00
    assert candidate(1, 2, 10) == -1
    assert candidate(1, 1, 1) == 0.43
    assert candidate(2, 2, 10) == -1

Fig. 4.3 Example HumanEval question. The prompt $h_{doc}$ contains a docstring providing a description of the target algorithm and a few examples. This is fed to the LM. The model's output is evaluated against unit tests $h_{io}$ for functional correctness.
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4.1.3 Sub-datasets

Four sub-datasets are extracted from HumanEval and used in our experiments. One sub-dataset, $APPS_{BP}$, is extracted from APPS. Refer to Fig. 4.1 for a visual guide explaining the extraction of the HumanEval sub-datasets.

$HE_{BP}$. The first sub-dataset, $HE_{BP}$, consists of 118 questions. These questions are sourced from those that the baseline model, GPT-3.5, can answer in one attempt using the "half-shot" pass@1 method (refer to 3.4), without any constraints. The aim of $HE_{BP}$ is to pinpoint questions correctly addressed by the original unconstrained model.

$HE_{BP,R}$. The second sub-dataset, $HE_{BP,R}$, comprises 69 questions. These are extracted from $HE_{BP}$ by manually identifying questions whose answers contain at least one free-standing function call, such as $\text{len}(\cdot)$ or $\text{math.sqrt}(\cdot)$. The function calls identified serve as a reference to construct $V_{rep}$, as detailed in Fig. ?? The primary goal of $HE_{BP,R}$ is to spot questions from the unconstrained model that feature a free-standing function call in their solutions. This set helps formulate $V_{rep}$ (elaborated in Section 4.3).

$HE_{CF}$. The third sub-dataset, $HE_{CF}$, encompasses 8 questions. These are derived by testing the baseline GPT-3.5, but this time constrained on $V_{rep}$ (refer to Sec. 4.3), on $HE_{BP,R}$ with a three-attempt limit, and collecting all the unanswered queries. $HE_{CF}$ is designed to ensure that if our method improves a model’s performance on a question from this set during tests, it is likely due to our specific improvements and not mere randomness. This dataset aids in gauging the effectiveness of introducing sub-functions.

$HE_{BFF}$. The fourth sub-dataset, $HE_{BFF}$, has 19 questions, obtained in a two-step manner:

1. Initially, we gather questions the baseline model, GPT-3.5, fails to answer in one attempt using the "half-shot" pass@1 method (as mentioned in 3.4), without constraints.

2. Following that, we test the constrained GPT-3.5 on $V_{rep}$ (see Sec. 4.3 for $V_{rep}$ specifics) on the previously collected questions, allowing for three tries, and select all the incorrectly answered ones.

The purpose of $HE_{BFF}$ is to represent the questions that the original, unconstrained model couldn’t solve in one attempt (as described in step 1). In our experiments, we want to decrease the likelihood that the questions in this dataset are passed just by random chance, rather than because of the improvements introduced by our method. To do this, we use the process in step 2 to refine and confirm the questions that were selected from step 1.
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**APPSBP.** APPS_{BP} consists of 1329 questions from the APPS dataset which the unconstrained GPT-3.5 does not pass with one attempt (i.e., using “half-shot” pass@1). This sub-dataset is similar to HE_{BP}, but derived from APPS rather than HumanEval.

### 4.2 Prompt Details

In our experiments in Section 5.2.1, we present a number of different code-generation prompts, defined by different parameters of \( t_{cg} \). The details are provided below.

**Parameters of the Code-Generation Prompt Generator, \( t_{cg} \)**

The tunable parameters, defined (for simplicity) as \((x_1, x_2, x_3)\), are described below:

1. \( x_1 \) is a discrete parameter describing *where* in the prompt the constraint is given. Since we are using GPT-3.5/GPT-4 (see ...) we have the option of including our constraints in the “user” prompt \((x_1 = U)\) or “system” prompt \((x_1 = S)\).

2. \( x_2 \) is a discrete parameter describing whether reinforcement of any invalid functions \( I \) is included \((x_2 = R)\) or not \((x_2 = NR\) denoting “no-reinforcement”).

3. \( x_3 \) is a discrete parameter defining the level of detail provided for a \( F \in V \), as discussed in Sec. 3.1. All options must include the function name \( f_{name} \) and input/output behavior \( f_{io} \). On top of these, we consider including:
   - (a) Code \( f_{code} \) \((x_3 = C)\)
   - (b) Function description \( f_{desc} \) \((x_3 = D)\)
   - (c) Both code and description \((x_3 = C + D)\)

The exact parameters of the five variants of \( t_{cg} \) considered in Sec. 5.2.1 and presented in Figures 5.3, 5.2 are given below:

1. \((U, NR, C)\)
2. \((U, R, C)\)
3. \((S, R, C)\)
4. \((U, R, D)\)
5. \((U, R, C + D)\)
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The five prompt-generators are crafted to gain the following insights:

- Comparing performance of \((U, NR, C)\) to \((U, R, C)\) provides insight on the effects of including a reinforcement of invalid functions.

- Comparing performance of \((U, R, C)\) to \((S, R, C)\) provides insight on whether including the constraint in the user or system prompt produces better results.

- Comparing \((U, R, C)\), \((U, R, D)\), and \((U, R, C + D)\) provides insight on the optimal amount of information to include for each \(F \in V\).

4.3 Details of Replicas

In this section, we provide details on the specific functions used to constrain the models in the experiments presented in Chapter 5. The models are restricted to a particular set of functions, denoted by \(V_{rep}\). A detailed overview of these functions can be found in Fig ??.

\(V_{rep}\) comprises 21 hand-written functions created to emulate common functions from the Python Standard Library ([cite]) and math library ([cite]). Hence, we call these functions “replicas.” They are modeled on functions utilized by the unconstrained, baseline model during its evaluation on the HumanEval dataset (refer to Sec. 4.1.3). All replicas adhere to the following criteria:

1. A replica must maintain the same functionality as the original function it aims to imitate.

2. A replica must bear a distinct name from the corresponding original function, although the name should reflect its purpose. For instance, the replica mimicking \(len\) is named \(get\_length\).

In our experiments, we want to constrain the models to “replicas” in specific to ensure that we are not depriving the models of any essential resources they need to solve the problems in our dataset.

\(V_{apps}\) Whether a model is evaluated on HumanEval, \(HE_{BFF}\), or \(HE_{CF}\), the complete set of \(V_{rep}\) is used as the set of valid functions. However, for evaluations on the APPS dataset, we slightly relax the original constraint, resulting in a slightly different set of allowed functions, \(V_{apps}\). Specifically, the functions:
### Table 4.1 Replicas and their corresponding original functions

<table>
<thead>
<tr>
<th>Original Function</th>
<th>Handwritten Replica, $F \in V_{rep}$</th>
<th>Num. Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>len</td>
<td>get_length</td>
<td>35</td>
</tr>
<tr>
<td>int</td>
<td>cast_to_int</td>
<td>11</td>
</tr>
<tr>
<td>sum</td>
<td>compute_sum</td>
<td>10</td>
</tr>
<tr>
<td>sorted</td>
<td>sort_list</td>
<td>8</td>
</tr>
<tr>
<td>str</td>
<td>cast_to_string</td>
<td>7</td>
</tr>
<tr>
<td>set</td>
<td>create_set</td>
<td>7</td>
</tr>
<tr>
<td>max</td>
<td>get_maximum</td>
<td>6</td>
</tr>
<tr>
<td>list</td>
<td>create_list</td>
<td>6</td>
</tr>
<tr>
<td>bin</td>
<td>convert_to_binary</td>
<td>5</td>
</tr>
<tr>
<td>min</td>
<td>get_minimum</td>
<td>5</td>
</tr>
<tr>
<td>abs</td>
<td>absolute_value</td>
<td>4</td>
</tr>
<tr>
<td>float</td>
<td>cast_to_float</td>
<td>3</td>
</tr>
<tr>
<td>round</td>
<td>round_number</td>
<td>2</td>
</tr>
<tr>
<td>all</td>
<td>check_if_all_true</td>
<td>2</td>
</tr>
<tr>
<td>isinstance</td>
<td>check_if_instance</td>
<td>2</td>
</tr>
<tr>
<td>ord</td>
<td>get_unicode</td>
<td>1</td>
</tr>
<tr>
<td>math.ceil</td>
<td>get_ceiling</td>
<td>1</td>
</tr>
<tr>
<td>map</td>
<td>apply_func_to_iterable</td>
<td>1</td>
</tr>
<tr>
<td>math.sqrt</td>
<td>get_square_root</td>
<td>1</td>
</tr>
<tr>
<td>chr</td>
<td>convert_to_char</td>
<td>1</td>
</tr>
<tr>
<td>filter</td>
<td>add_to_list_if_func_is_true</td>
<td>1</td>
</tr>
</tbody>
</table>

The second column lists all functions in $V_{rep}$ to which the models are constrained to in our experiments. The corresponding original functions are provided in the left column. The ‘number of occurrences’ refers to the number of questions to which the original function appeared in the solutions generated by the unconstrained baseline model (GPT-3.5) when evaluated on HumanEval.

$$R = \{\text{cast\_to\_int(.)}, \text{cast\_to\_float(.)}, \text{convert\_to\_char(.)}, \text{create\_list(.)}, \text{create\_set(.)}, \text{apply\_func\_to\_iterable(.)} \}$$  \hspace{1cm} (4.3)

are removed from $V_{rep}$ and replaced with the corresponding functions from the PSL:
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\[ O = \{\text{int}(.), \text{float}(.), \text{char}(.), \text{list}(.), \text{set}(.), \text{map}(.)\} \]  \hspace{1cm} (4.4)

Thus, the modified set \( V_{\text{apps}} \) is defined as:

\[ V_{\text{apps}} = (V_{\text{rep}} / R) \cup O \]  \hspace{1cm} (4.5)

The motivation behind this modification stems from the APPS dataset’s frequent requirement for outputs in the ”Standard-Input Format” used in competitive programming. This format mandates that the generated code reads test data as user input (e.g., utilizing the \texttt{input()} function), instead of adhering to a call-based format in which data is directly supplied as an argument to a function. Should an APPS question require a Standard-Input format output, the model is heavily conditioned by its training data (enough to override in-context restraints) to utilise functions like \texttt{int()}, \texttt{float()}, \texttt{char()}, \texttt{list()}, \texttt{set()}, \texttt{map()} to process user input into a workable form. An alternative fix to ours might be to provide explicit instructions in the prompt, telling the model to use the standard input format and simultaneously guiding it to employ specific functions (such as our replicas) for reading and processing the input data. However, this level of overspecification gives the model an informational advantage that conflicts with our experiments. To maintain the integrity of our constraints, we have therefore chosen not to adopt this approach.

4.3.1 Splits of Replicas

In Figure 5.6, we present 5 different ways of splitting \( V_{\text{rep}} \) into 4 subsets. The details on what functions are included in each split is provided in Figure 4.9. Within each split, a group is formed in attempt to have all the replicas in each group account for roughly a quarter of the total ”number of occurrences.” The number of occurrences of a replica is defined as the number of questions in \( HE_{BR} \) in which unconstrained GPT-3.5’s solution contains a call to the origin function of the replica.
## Experimental Setup

### Group Functions

<table>
<thead>
<tr>
<th>Group</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>int, sum, sorted, chr</td>
</tr>
<tr>
<td>2</td>
<td>str, set, list, max, abs</td>
</tr>
<tr>
<td>3</td>
<td>min, bin, float, isinstance, all, round, ord, map, filter, math.ceil, math.sqrt</td>
</tr>
<tr>
<td>4</td>
<td>len</td>
</tr>
</tbody>
</table>

**Fig. 4.4 Split 1**

<table>
<thead>
<tr>
<th>Group</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>int, sum, str, bin</td>
</tr>
<tr>
<td>2</td>
<td>len, math.ceil, math.sqrt</td>
</tr>
<tr>
<td>3</td>
<td>sorted, set, list, abs</td>
</tr>
<tr>
<td>4</td>
<td>max, min, float, isinstance, all, round, chr, ord, map, filter</td>
</tr>
</tbody>
</table>

**Fig. 4.6 Split 3**

<table>
<thead>
<tr>
<th>Group</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>len, float, isinstance, round</td>
</tr>
<tr>
<td>2</td>
<td>int, set, bin, abs</td>
</tr>
<tr>
<td>3</td>
<td>sum, max, list, chr, all</td>
</tr>
<tr>
<td>4</td>
<td>sorted, str, min, ord, math.ceil, math.sqrt, map, filter</td>
</tr>
</tbody>
</table>

**Fig. 4.7 Split 4**

<table>
<thead>
<tr>
<th>Group</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>map, filter, math.ceil, math.sqrt, chr, ord, round, all, isinstance, float</td>
</tr>
<tr>
<td>2</td>
<td>abs, bin, min, max</td>
</tr>
<tr>
<td>3</td>
<td>list, set, str</td>
</tr>
<tr>
<td>4</td>
<td>sorted, sum, int, len</td>
</tr>
</tbody>
</table>

**Fig. 4.8 Split 5**

---

**Fig. 4.9 Overview of function splits used in Fig. 5.6.** Groups were determined by splitting functions into roughly even groups based on number of occurrences (see 4.1).
Chapter 5

Experiments and Results

This chapter presents the experiments conducted and the related results. An overview of the chapter and key-findings within each section are provided below.

In Section 5.1 we provide a quantitative comparison of our “half-shot” evaluation method, first introduced in Section 3.4, against the standard zero-shot evaluation method; We show that simply by providing a LM with formatting-instructions and parsing its output, GPT-4 achieves 85.4% accuracy on HumanEval, performing worse than only other one publicly available method. This implies that many works claiming to have improved LMs’ coding-abilities may not provide value beyond what basic formatting and parsing provide. To re-calibrate the scale, we propose that “half-shot” evaluation should be used to evaluate models’ coding ability and establish better baselines.

In Section 5.2, we constrain a language model to “replicas” and present the following:

- An assessment of a language model’s adherence to user-defined functions; Our findings demonstrate that GPT-3.5 and particularly GPT-4 are capable of using functions provided in-context, although they encounter difficulties adhering to instructions prohibiting the use of certain functions.

- An examination of the impact on model performance when constraining a model to unseen replicas of frequently used Python functions, across various coding challenges; We find that GPT-4 and GPT-3.5 perform substantially worse (committing more logical errors) on coding-tasks when constrained to use replicated versions of common Python functions masked under different names.

In Section 5.3, we present an evaluation of the efficacy of integrating functions into constrained language models to enhance performance; We show that proposing and integrating
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<table>
<thead>
<tr>
<th></th>
<th>Zero-shot</th>
<th>Basic</th>
<th>Formatting-string with parser</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4</td>
<td>67.1</td>
<td>73.7</td>
<td>85.4</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>34.1</td>
<td>70.0</td>
<td>71.3</td>
</tr>
<tr>
<td>Reflexion (GPT-4)</td>
<td>91.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Parsel (GPT-4 + CodeT)</td>
<td>85.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LLaMA 2</td>
<td>29.9</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 5.1 *HumanEval accuracy with varying prompting methods.* See Fig. 3.7 for examples of the prompts. Pass@1 accuracy with *temperature*=0 is reported. Zero-shot prompt only includes dataset prompt, i.e., docstring. The “basic system prompt” adds “Complete the code.” to the system prompt. The formatting-prompt/parser provides specific format instructions and parses outputs expecting that format. Both GPT-4 and GPT-3.5 improve markedly when stricter formatting instructions are used, indicating many zero-shot failures may be due to inaccurate formatting rather than coding inability. The highest performing model, Reflexion [58], is included for reference. Parsel [71] is included as an example of a code-generating procedure that provides no added performance value beyond what a formatting-string and parser can provide. LLaMA 2 [62] is included to emphasize the superiority of GPT-4/GPT-3.5 over open-source models on coding-tasks.

automatically generated functions allows a constrained model to solve problems it failed due to the constraint. Additionally, providing GPT-generated sub-skills further enables constrained models to solve problems that even the unconstrained model initially failed to solve.

Finally, in Subsections 5.3.1 and 5.3.2, we provide a comparison of functions generated by language models with those created by humans; We show that **GPT-4 and GPT-3.5 produce effective functions in a fraction of the time as human-developers** and GPT-generated functions may generalise better than handwritten functions when many functions are provided to a constrained LM at once.

5.1 Making the Case for “Half-Shot” Evaluation

In this section we compare standard “zero-shot” pass@1 to “half-shot” pass@1 presented in Section 3.4.1. While zero-shot evaluation does not allow for any information to be given to the LM other than the question prompt and evaluates the model’s output directly, half-shot evaluation appends a formatting-string to the model’s input and parses the output. We evaluated GPT-3.5 and GPT-4 pass@1 accuracy on the HumanEval dataset using three different prompts, shown in Fig. 3.7. While all prompts avoid giving informational advantages
related to the question, just the first prompt qualifies as “zero-shot” in the traditional sense because it provides only the question prompt and nothing else. Evaluating the model using the remaining two prompts falls under our definition of “half-shot” evaluation.

Our results indicate that GPT-3.5 is approaches its (estimated) upper-bound accuracy (near 71%) faster than GPT-4 (near 85%) as the prompts are improved, likely indicating that GPT-4 has a higher upper-bound accuracy than GPT-3.5. Under zero-shot conditions, GPT-3.5 appears much worse than its successor, scoring 33 points below GPT-4, while under “half-shot” evaluation, the gap narrows to only 14 points. This is likely due to the fact that GPT-4, by default (i.e., zero-shot conditions), tends to output its answers in an executable format more often than GPT-3.5. This can be caused by differences in fine-tuning.

The tighter estimate of each model’s performance gained from providing direct formatting instructions and parsing the output allows for a more precise comparison of their coding proficiency. Additionally, it provides a more robust baseline from which to compare potential gains introduce by methods like Parsel (Zelikman et al. [71]) and Reflection (Shinn et al. [58]). Under zero-shot conditions, the Parsel method provides gains that are non-existent under half-shot evaluation. Because, in this work, we prefer to compare our method's performance with a baseline that cannot simply be beaten by a formatting-string/parser, we use the half-shot evaluation paradigm.

5.2 Constraining a Language Model to Replicas

In this experiment, both GPT-3.5 and GPT-4 are constrained to a set of functions denoted by $V_{\text{rep}}$. The set $V_{\text{rep}}$ consists of 21 hand-written functions designed to emulate the behavior of specific functions in the Python Standard Library (PSL), but under different names. These emulated functions are referred to as "replicas," with each corresponding to an "origin function" in the PSL, as illustrated in Table 4.1.

In addition to $V_{\text{rep}}$, the models are also constrained using a similar set of functions, $V_{\text{apps}}$, when evaluated on the APPS dataset. Due to the similarity between $V_{\text{apps}}$ and $V_{\text{rep}}$, we will not distinguish between these constraints in our discussion. For more details on why a modified constraint is used on the APPS dataset, see Section 4.1.3.

A comprehensive description of the replicas and their construction is provided in Section 4.3. It is critical to note that the replicas are derived from all origin functions found in unconstrained GPT-3.5’s solutions to questions in $HE_{BPR}$. Thus, constraining the models to the replicas ensures that no necessary functions are withheld from the models when solving
questions in $HE_{BP,R}$, allowing us to constrain the models without intentionally limiting their ability to solve problems in the specific dataset.

Here is an overview of this section:

- In Subsection 5.2.1 we evaluate the models’ adherence to the constraint for a range of different prompts generated by different settings of $t_{cg}$. Details of the prompts used are provided in Section 4.2.

- In Subsection 5.2.2, we present our findings showing that GPT-3.5 and GPT-4 perform worse on both HumanEval, APPS, and $HE_{BP,R}$ when constrained to the replicas. We investigate the reasons for a decrease in performance.

### 5.2.1 Assessing the Models’ Ability to Follow the Constraint

Here, we assess the models’ ability to (1) use the functions provided in-context ($V_{rep}$) and (2) not use any functions outside set $V_{rep}$.

Figure 5.2 presents the Utilization Rate (UR; defined in Sec. 3.4.2) for both GPT-3.5 and GPT-4 when constrained by the indicated prompts and evaluated on HumanEval, alongside an unconstrained control for comparison. GPT-4 is only evaluated on the top-three prompt configurations to reduce cost. The primary observation here is the frequent use of $F \in V_{rep}$, with both models generating calls to the in-context functions on the majority of questions.

A juxtaposition of the UR with the Non-Compliance Rate (NCR) in Figure 5.3 reveals that although the models use the functions provided in-context, they still often call invalid functions. This is unsurprising, as the replicated origin functions are some of the most widely used Python functions. This means that the models were heavily exposed during training to the functions we are attempting to restrict.

From these results, we observe that using a higher-performing models (i.e., GPT-4) is the most effective way to increase a constrained model’s usage of the functions provided in-context. However, given that GPT-4 exhibits a similar NCR to GPT-3.5 in all cases, we conclude that restricting a model from using functions to which it was heavily exposed during training presents a more challenging task than encouraging the use of functions provided in-context.

We also gain insight on the optimal prompt configuration. In our case, the optimal prompt configuration is $(U, R, C)$, which performs slightly below $(U, R, C+D)$ while consuming fewer tokens. Prompt $(U, R, D)$ leads to the highest utilisation rate but results in reduced accuracy,
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Fig. 5.2 Function Utilisation Rate Across Different Prompt-Parameters and Models. This figure illustrates the effect of model choice and prompt-configuration on the UR (left y-axis) of functions (replicas) in $V_{rep}$ when answering HumanEval questions. A comparison is made between five specific prompt-configurations and an unconstrained control, for both GPT-3.5 and GPT-4. Overall accuracy on the dataset is represented on the right y-axis, and the goal is to maximize UR without compromising performance. The optimal prompt configuration is identified as $(U, R, C)$, which slightly outperforms $(U, R, C + D)$ while using fewer tokens. In nearly all instances, the models utilise functions from $V_{rep}$ in a majority of code-generations, showing LMs’ ability to use unseen functions provided in-context. More details on the prompt configurations can be found in Sec. 4.2.
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Fig. 5.3 Non-Compliance Rate (NCR) Across Various Prompt Parameters and Models. We compare the influence of different model choices and prompt configurations on the NCR of a constrained LM when answering HumanEval questions. Five specific prompt configurations are tested alongside an unconstrained control, which serves as a reference for understanding how often invalid functions are used without constraints. Even with the optimal model and configuration, the NCR remains above 50% of the control’s rate, an expected outcome given the restriction of functions from the Python Standard Library, which are frequently encountered during training. A comparison between \((U, NR, C)\) and \((U, R, C)\) configurations further shows that explicitly listing invalid functions enhances compliance. In the best case, GPT-4 only marginally outperforms its predecessor, indicating that preventing models from using highly exposed functions is a more challenging task than encouraging them to use new functions provided in-context. For additional details on the prompt configurations, refer to Sec. 4.2.
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<table>
<thead>
<tr>
<th></th>
<th>HumanEval</th>
<th>HE_{BP,R}</th>
<th>APPS_{BP}</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4</td>
<td>85.4</td>
<td>94.2</td>
<td>-</td>
</tr>
<tr>
<td>GPT-4 Constrained</td>
<td>73.9</td>
<td>78.2</td>
<td>-</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>71.3</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GPT-3.5 Constrained</td>
<td>65.8</td>
<td>75.3</td>
<td>10.4</td>
</tr>
</tbody>
</table>

Fig. 5.4 Comparison of Model Performance With and Without Constraints. This figure presents the "half-shot" pass@1 accuracy (with temperature set to 0) on HumanEval, HE_{BP,R}, and APPS_{BP} datasets for both GPT-3.5 and GPT-4, evaluating their performance with and without constraints. While the constrained models are generally constrained to \( V_{rep} \), they are specifically limited to \( V_{apps} \) when assessed on APPS_{BP}. For more details of the function sets and datasets, refer to Sec. 4.3 and 4.1.3. The results show a significant performance decline when constraints are applied even though all necessary functions are provided in \( V_{rep} \) and \( V_{apps} \). Performance decrease is particularly significant in HE_{BP,R} (25%) and APPS_{BP} (-90%) datasets, which contain only questions the unconstrained GPT-3.5 model is able to solve. The drop is more pronounced for the APPS_{BP} dataset, possibly because APPS questions are inherently more challenging than those in HumanEval, implying that the baseline unconstrained model's initial success on these questions might not be consistently replicable.

This highlights the need for an optimal balance between UR and correctness. In addition, we find that providing the full source code \( f_{code} \) of the replicas appears to increase the model's usage of user-provided functions without compromising accuracy. Adding descriptions does not significantly alter the outcome, possibly owing to the simplicity and self-descriptive nature of the replicas.

5.2.2 Evaluating the Impact of the Constraint on Model Performance

In the previous subsection, we analysed how well the models' are able to follow the imposed constraint. In this subsection, we assess the effects of the constraint on the models' performance on the HumanEval dataset.

Figure 5.4 provides the "half-shot" pass@1 accuracy of the constrained and unconstrained models across various datasets. A noticeable decline in performance becomes evident when comparing unconstrained models to their constrained counterparts. Specifically, for the HE_{BP,R} dataset, where replicas encompass all required functions for accurate response generation, the performance of GPT-3.5 declines by approximately 25% when constrained. This suggests that the dip in accuracy arises not from the limitation of available tools. The decline in accuracy for the entire HumanEval dataset is less marked than in HE_{BP,R}. This is
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Docstring

def cycpattern_check(a, b):
    '''
    You are given 2 words. You need to return True if the second word or any of its rotations is a substring in the first word.
    cycpattern_check("abcd","abd") => False
    cycpattern_check("hello","ell") => True
    cycpattern_check("whassup","psus") => False
    '''

Unconstrained-Model Output

```python
if len(a) < len(b):
    return False
if b in a:
    return True
for i in range(1, len(b)):
    if b[i:] + b[:i] in a:
        return True
return False
```

Constrained-Model Output

```python
# Check if the length of b is greater than the length of a
if get_length(b) > get_length(a):
    return False
# Concatenate a with itself to check for rotations of b
a = a + a
# Check if b is a substring of a or any of its rotations
if b in a:
    return True
return False
```

Fig. 5.5 Comparing Outputs from Constrained and Unconstrained GPT-3.5. This figure shows the responses of GPT-3.5, in both constrained and unconstrained conditions, to a particular question involving the detection of cyclic patterns within strings. On the left, the Unconstrained-Model adheres to logic and a succinct approach. On the right, the Constrained-Model commits logical errors, beginning with the unnecessary concatenation of string `a` with itself. This discrepancy highlights the decrease in performance that may arise when a model is constrained to use replicas of common functions. The upper part of the figure shows the docstring, which outlines the specifications of the `cycpattern_check` function.

because questions present in HumanEval but absent in $HE_{BPR}$ are either already failed by the unconstrained baseline or solvable without the necessity of a replica.

We attribute the 90% performance drop on the $APPS_{BP}$ dataset to the higher complexity of APPS questions compared to HumanEval. It is likely that the unconstrained model's baseline
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![Graph illustrating accuracy vs. percentage of replicas enforced.]

Fig. 5.6 **Analyzing Accuracy on the $HE_{BPR}$ Dataset Relative to the Size of the Constraint.**

We evaluate the accuracy of GPT-3.5 on the $HE_{BPR}$ dataset with different amounts of replicas enforced. The percentage of replicas enforced is determined by the number of occurrences corresponding to the functions within the current subset of replicas $V_{sub}$. There are many ways to split the replicas into roughly even groups of four. Each “split” is a unique way. Detailed information about these splits can be found in Sec. 4.3.1. Critically, when a function from $V_{rep}$ is not included in the enforced replicas, its Python Standard Library equivalent is not considered an invalid function. The most noticeable drop in performance occurs with the initial constraint of only a few replicas, suggesting that imposing a constraint, even a minor one, is what significantly impacts the model's performance. In certain scenarios, performance starts to rise as more functions are included, possibly due to the model learning from the code supplied for new replicas. When all replicas are enforced (100% on the x-axis), different accuracies are observed for different splits, creating a variability of about +/- 5% in accuracy. This variation stems from the fact that, for each split, the ordering of replicas in the prompt is different.

Performance is inherently unstable for these questions. Minor variations in the prompt could sway its accuracy, making the performance decrease even more pronounced when constrained to replicas.
Figure 5.5 depicts a representative response of the model to a HumanEval question, both in its unconstrained and constrained states. In the vast majority of instances where the constrained model failed on $HE_{BP}$, the root cause is attributed to logical inaccuracies rather than syntactical oversights or misapplications of the replicas. A comprehensive analysis of all failure cases can be found in Appendix A.

Ablation

To investigate the reasons behind the observed performance decline, we examine GPT-3.5’s accuracy on $HE_{BP}$. We vary the model’s constraints using different fractions of the original replica set. Instead of defining these fractions simply as the count of replicas (e.g., 5 out of 21 total replicas representing roughly 25%), we define them based on the cumulative "number of occurrences" represented by the constrained replica subset. Refer to Section 4.3.1 for a comprehensive description. Notably, if an original replica is ablated and not included in $V$, its associated origin function is still treated as a valid function. This ensures that, regardless of the fraction of replicas enforced, all essential functions are available.

The most significant decline in performance occurs when only a small percentage of replicas are enforced. Interestingly, as the number of enforced replicas increases, the performance decrement is marginal, even improving in some instances. This implies that it is the imposition of the constraint, rather than the magnitude of it, which causes a decrease the models’ performance. The increase in accuracy as more replicas are enforced in the constraint may be caused by the model learning in-context as more source code is provided for new replicas. Although the full set of functions in $V_{rep}$ is accounted for in the 100% data point, the ordering of these functions within the prompt differs. This results in accuracy fluctuations of about +/- 5%, indicating the influence of prompt variability on model performance.

5.3 Providing Sub-functions to the Constrained Models to Recover Performance

In the prior experiment, we showed a performance degradation when models were constrained to replicas. Here, we demonstrate that while adhering to this constraint, introducing functions, as detailed in Sections 3.2 and 3.3, can ameliorate some of this performance loss. To achieve this, we employ GPT-3.5, GPT-4, and a human-expert to independently propose and implement functions for questions in HumanEval, $HE_{CF}$, $HE_{BF}$ and $APPS_{BP}$. These functions are then provided to the GPT-3.5 model, which is still constrained to replicas,
### Assessing Performance Gains when Providing Sub-Skills

5.3 Providing Sub-functions to the Constrained Models to Recover Performance

<table>
<thead>
<tr>
<th>$f^*_\text{soln}$ provided?</th>
<th>Skill-Proposing LM</th>
<th>HumanEval</th>
<th>HE$_{CF}$</th>
<th>HE$_{BFF}$</th>
<th>APPS$_{BP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>GPT-4</td>
<td>+7.3</td>
<td>+50</td>
<td>+42.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GPT-3.5</td>
<td>+6.7</td>
<td>+62.5</td>
<td>+10.5</td>
<td>+7.2</td>
</tr>
<tr>
<td>Yes</td>
<td>GPT-4</td>
<td>-</td>
<td>+62.5</td>
<td>+31.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GPT-3.5</td>
<td>-</td>
<td>+37.5</td>
<td>+15.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Human Expert</td>
<td>-</td>
<td>+100</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 5.7 Assessing Performance Gains when Providing Sub-Skills. We evaluate constrained GPT-3.5’s performance on various datasets when provided with a skill proposed by either GPT-3.5 or GPT-4, with and without access to unconstrained ground-truth reference code $f^*_\text{soln}$. Temperature was set to 0.2 for skill-proposing models, and 0 for the code-generating model. The displayed *gain* in accuracy refers to improvement relative to the constrained model operating without skills. Universal improvement across the HumanEval and APPS dataset when skills are introduced underlines the effectiveness of incorporating skills to enhance performance post-constraint. While the full recovery of performance lost to constraining is only achieved by the human expert, the measurable gain achieved from automated skill-proposal affirms the viability of our approach.

and its performance with the added functions is evaluated. Information on the datasets is provided below. For more details, see Section 4.1:

- **HE$_{CF}$** contains 8 HumanEval questions which were answered correctly by the unconstrained GPT-3.5 in a single attempt, but the constrained model failed even after three attempts.

- **HE$_{BFF}$** contains 19 HumanEval questions that neither the unconstrained nor the constrained GPT-3.5 model could answer, even after three attempts.

- **APPS$_{BP}$** contains 1329 questions from the APPS dataset which the unconstrained GPT-3.5 model successfully solved in a single attempt.

Figure 5.7 presents the "half-shot" pass@1 accuracy improvement observed when functions are incorporated into the constrained GPT-3.5 model. The table evaluates the efficacy of functions proposed by GPT-3.5, GPT-4 and a human-expert, with an additional assessment based on the provision of ground-truth, unconstrained code $f^*_\text{soln}$ to the proposing models. It should be noted that the human expert meticulously crafted the ideal functions tailored for the HE$_{CF}$ dataset, serving as an example of how performance can be fully restored given optimal functions. A detailed comparison of human-crafted versus GPT-inferred functions unfolds later in this section. In figure 5.8, we present qualitative examples of the functions proposed for questions in HE$_{CF}$ by GPT-4, GPT-3.5 and a human-expert. The
### Experiments and Results

<table>
<thead>
<tr>
<th>2</th>
<th>84</th>
<th>89</th>
<th>79</th>
<th>154</th>
<th>110</th>
<th>65</th>
<th>82</th>
<th>PU</th>
<th>GU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>get_decimal_part</strong></td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>sum_of_digits</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>0</td>
</tr>
<tr>
<td><strong>join_list_to_string</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>0</td>
</tr>
<tr>
<td><strong>format_binary_string</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>rotate_string</strong></td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>count_even_numbers</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>calculate_effective_shift</strong></td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>is_divisible</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2</th>
<th>84</th>
<th>89</th>
<th>79</th>
<th>154</th>
<th>110</th>
<th>65</th>
<th>82</th>
<th>PU</th>
<th>GU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>get_decimal_part</strong></td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>sum_of_digits_binary</strong></td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>0</td>
</tr>
<tr>
<td><strong>shift_character</strong></td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>add_extra_characters</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>0</td>
</tr>
<tr>
<td><strong>is_rotation</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>0</td>
</tr>
<tr>
<td><strong>count_even_elements</strong></td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>reverse_string</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
</tr>
<tr>
<td><strong>is_prime</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>79</th>
<th>154</th>
<th>89</th>
<th>82</th>
<th>110</th>
<th>84</th>
<th>65</th>
<th>2</th>
<th>PU</th>
<th>GU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>remove_bin_prefix</strong></td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>rotate_string</strong></td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>caesar_shift</strong></td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>is_prime</strong></td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>replace_from_another</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>sum_digits</strong></td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>is_shift_greater_than_len</strong></td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>1</td>
</tr>
<tr>
<td><strong>get_floor</strong></td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>Pass</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 5.8 **Skills Proposed for Questions in HE\textsubscript{CF}**. Each row represents the name of the sub-skill implemented for a particular question in \textit{HE}\textsubscript{CF}, with the target question ID forming a diagonal relationship within the table. Upon including the skill as the only element of \(V^*\), the constrained GPT-3.5 model was evaluated across the entire dataset (i.e., forming a row), with successful attempts marked as passes. Both Precise Utility (PU) and General Utility (GU) were computed for each sub-skill. *(Top)* Sub-skills proposed by GPT-4 with access to unconstrained, ground truth code for reference. *(Middle)* Sub-skills proposed by GPT-3.5 with no access to ground truth reference code. *(Bottom)* Skills written by a human-expert. Note that the human expert invested considerable time and effort in creating skills that ensured successful passes on the targeted questions.
results highlight the ability of LM-generated functions in addressing challenges previously impassible by the constrained model (+62.4% on $HE_{CF}$). Impressively, it also resolves nearly half of the questions that even the unconstrained model initially faltered upon (+42.1% on $HE_{BFF}$) — all this while honoring the constraint. The adeptness of both models to propose productive functions without ground-truth code further highlights the potential generalisability of our approach.

Modularity

Figure 5.9 displays a key advantage of our methodology: the modularity of the proposed functions. Many functions, despite being crafted with the intent of assisting a singular question, find relevance across diverse tasks. Figure 5.9 illustrates the $is\text{\_}prime$ sub-skill, independently proposed and successfully used for three different questions spanning two datasets.

Cost-Saving

Presently, API calls to GPT-4 are roughly 20x more expensive than GPT-3.5. An advantage to our approach lies in its potential to harness the prowess of superior, albeit more costly models like GPT-4 without incurring the cost associated with using them as the main code-generating model. Employing GPT-4 in a skill-proposing capacity optimizes its knowledge extraction—evidenced by a +42% accuracy on $HE_{BFF}$ versus GPT-3.5’s +10%. Entrusting GPT-4 with complete coding tasks could elevate costs substantially, with the performance trade-off remaining an area of prospective exploration.

5.3.1 Comparison of Human and GPT-Generated Sub-Skills

The preceding section highlighted the utility of functions in enhancing the performance of constrained models. While previously we only considered functions crafted by an expert, this section delves into a comparison between functions created by language models and those conceived by non-expert humans.

For this analysis, three MLMI cohort students, GPT-4, and GPT-3.5 were assigned the task of formulating functions for the complete set of problems in $HE_{CF}$. The students were provided with the same prompt that was given to both GPT-4 and GPT-3.5. Half the problems (four) were accompanied by unconstrained ground-truth code as a reference, while the remaining problems were devoid of such reference. Subsequently, each batch of proposed functions was presented to the constrained GPT-3.5 model on a question-by-question basis, meaning
Experiments and Results

**From APPS**

**Proposed Skill**

```python
def is_prime(n):
    # Checks and returns whether the given number is prime.
    if n <= 1:
        return False
    if n <= 3:
        return True
    if n % 2 == 0 or n % 3 == 0:
        return False
    i = 5
    while i * i <= n:
        if n % i == 0 or n % (i + 2) == 0:
            return False
        i += 6
    return True
```

**Solution**

```python
def get_next_prime(n):
    next_prime = n + 1
    while not is_prime(next_prime):
        next_prime += 1
```

**From HumanEval_82**

**Proposed Skill**

```python
def is_prime(n):
    # Check if a number is prime.
    if n < 2:
        return False
    for i in range(2, int(n**0.5) + 1):
        if n % i == 0:
            return False
    return True
```

**Solution**

```python
def prime_length(string):
    length = get_length(string)
    return is_prime(length)
```

**From HumanEval_75**

**Proposed Skill**

```python
def is_prime(n):
    # Check if a number is prime or not.
    if n <= 1:
        return False
    if n <= 3:
        return True
    if n % 2 == 0 or n % 3 == 0:
        return False
    i = 5
    while i * i <= n:
        if n % i == 0 or n % (i + 2) == 0:
            return False
        i += 6
    return True
```

**Solution**

```python
def is_multiply_prime(a):
    factors = prime_factors(a)
    if get_length(factors) == 3:
        return check_if_all_true(apply_func_to_iterable(is_prime, factors))
    return False
```

Fig. 5.9 **Demonstrating Modularity.** This figure highlights the modularity inherent in our method by illustrating how a single skill (`is_prime`) was independently proposed (and successfully used) for three distinct questions across two different datasets. This shows that even though skills are proposed to aid only a specific question, they often possess utility that extends to other tasks.
5.3 Providing Sub-functions to the Constrained Models to Recover Performance

Fig. 5.10 Comparing Skills Proposed by Language Models and Humans. In this comparison, three students from the MLMI cohort, along with GPT-4 and GPT-3.5, were tasked with generating sub-skills for the eight problems within the \( HE_{CF} \) dataset. Both the Precise Utility (PU) of the skills and the time required for conception and implementation (i.e., writing the code) were evaluated. The reported averages reveal that human skill proposers, despite their above-average coding ability, produced skills comparable to or even less effective than those proposed by the LMs, while requiring considerably more time. Interestingly, the student who achieved the best results has had extensive experience working with GPT-4 and GPT-3.5, reflecting the influence of familiarity with these models on skill-proposal efficacy.

that only the sub-function \( F_i \) proposed for a certain question \( q_i \) was included in \( V^* \) only when code solving question \( q_i \) was sampled. The model was evaluated for “half-shot” pass@1 accuracy. The average Precise Utility (PU) of these proposed functions, a metric that evaluates whether the model effectively employed the given sub-function to correctly answer the question, was recorded, along with the time taken to propose and implement each sub-skill.

Figure 5.10 displays the outcomes. Optimal skill-proposers are located in the top-left quadrant, indicating fast proposal of high PU functions. In contrast, less effective proposers reside in the bottom right. Notably, every human participant required at least 15x longer
Fig. 5.11 **Impact of \(|V^*|\) on Performance in HE\(_{CF}\).** This figure analyzes the relationship between the number of functions included in \(V^*\) and performance on the \(HE_{CF}\) dataset, using functions proposed by GPT-4 (blue), GPT-3.5 (orange), and a human expert (red). The details of the proposed functions are provided in Figures 5.8. The batch of functions marked in purple are the perfect-handwritten skills after being refined by GPT-4. Results for sub-skills proposed by a non-expert human (Adnaan) are presented in green. The black dot on the right bar plot represents the naive expected accuracy when all functions are added (\(|V^*| = 8\)), matching the average accuracy across all 8 questions when only a single function is included in the constrained model’s context when solving the related question. The model is only able to achieve 50% of its one-at-a-time accuracy when all human-written functions are provided (red bar plot). But when providing all functions generated by GPT-4, the model achieves 120% of its one-at-a-time accuracy (blue bar plot).

than either GPT-4 or GPT-3.5 to suggest a sub-skill, and their proposals were either equivalent or inferior in quality. **The primary takeaway is that, relative to the average human, language models can efficiently generate functions of comparable or superior quality in a fraction of the time.** Nonetheless, humans have the potential to propose superior functions to language models (i.e., human-expert) if they are prepared to invest significant time and expertise.
5.3 Providing Sub-functions to the Constrained Models to Recover Performance

5.3.2 Determining the Optimal Number of Sub-skills to Provide, Per Question

In previous experiments, functions were provided to the constrained model per question. This means that for a given question (e.g., question ID 2 in HumanEval) only the sub-function generated with respect to the question (e.g., get_decimal_part in Figure 5.8) is provided to the constrained model on its subsequent attempt at solving the given question. In this analysis, we explore how varying the number of functions in $V^*$ influences model performance. As mentioned in Section 3.3, $V^*$ represents a subset of valid functions highlighted in the prompt $p_{cg}$, deemed particularly relevant for a specific problem.

For this experiment, we use the 8 functions generated for each $HE_{CF}$ question by GPT-4, GPT-3.5, and handwritten by a human-expert. Details of these functions are provided in Figure 5.8. We also include the functions generated by Adnaan, as discussed in the previous section. Note that in each set of 8 generated functions, each sub-function is proposed with the intention of supporting only one unique problem in $HE_{CF}$. For each set of 8 proposed functions, we vary the inclusion of these functions (from 1 to 8) within $V^*$ and evaluate replica-constrained GPT-3.5 performance on all questions in $HE_{CF}$. When a sub-function is ablated from $V^*$, it is also made absent from $V$, meaning that the model is not provided the sub-function in any way.

Performance is compared against the average accuracy obtained when providing a sub-function solely to its corresponding $HE_{CF}$ question. We call this the ‘one-at-a-time-accuracy’. It is found by averaging across rows in the tables presented in Figure 5.8. The naive assumption is that when all functions are integrated into $V^*$, the accuracy should mirror the average ‘one-at-a-time’ configuration.

Interestingly, our results show that this is not the case. **We find that when the optimal amount of functions included (i.e., the $|V^*|$ which maximises accuracy), there is significant variability in how the model performs in comparison to the expected one-at-a-time accuracy.** For example, when using the “perfect” set of handwritten functions (deemed perfect because when the functions are fed one-at-a-time to their intended question, all questions pass; see bottom table in Figure 5.8) the model is only able to achieve 50% of its one-at-a-time accuracy when all functions are provided (red bar plot). But when providing functions generated by GPT-4, the model achieves 120% of its one-at-a-time accuracy (blue bar plot). In general, we see that GPT-generated functions, when provided to a constrained model alongside other functions, result in better performance than when handwritten functions are fed alongside other functions. Due to the small sample size of questions (8), this can easily be attributed to the stochastic nature of the constrained GPT-3.5 model (i.e.,
arbitrary variations in the prompt produce better/worse performance). However, if this is not the case, then this implies that the GPT models are formulating functions in a way that, when fed among a batch of other functions, allows the LM to better use the right function for the right problem.

To test the above hypothesis, we took each function in the set of perfect handwritten functions and asked GPT-4 to ”Make this function more understandable.” We then evaluated the results of this new set of refined functions, shown in purple. Although the refined set results in better performance than the non-refined set, it still only achieves 62% of its one-at-a-time accuracy. This results indicates that the functions in the handwritten set overfit the one-at-a-time scenario where they are the only sub-function being provided to the model. This means that they are perfectly crafted to trigger the model to output the correct solution when fed alone, but when combined with other functions (i.e., a variation in the prompt) the correct response isn't generated, implying that the human-written functions do not generalise as well as GPT-generated functions to scenarios where multiple functions are provided at once.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this work, we have presented a method for synthesising programs which use only functions provided in-context. To do so, we have leveraged the capabilities of pre-trained LMs. Our approach does not only improve LMs’ abilities to synthesise programs, but it also guides them in producing a modular, re-usable set of functions along the way. Our approach can be used to enable integration of proprietary or preferred functions into language models without retraining.

We introduced a technique to encourage models to adhere to constraints on allowed functions while also using provided functions effectively. Our results demonstrated that although GPT-3.5 and GPT-4 can generally use unseen functions supplied in-context, preventing use of highly exposed functions from training remains challenging. Nonetheless, we showed that GPT-4 attained 78.2% accuracy on $HE_{BPR}$ when constrained to a set of 21 handwritten function replicas, compared to 94.2% when unconstrained. $HE_{BPR}$ is a subset of HumanEval containing only questions that can be solved using the provided replica functions, confirming that the performance drop is not due to limiting necessary functions.

When constrained models fail to produce working programs, we presented an automated method to generate helpful sub-functions without human intervention. Our approach used a separate language model to analyse dysfunctional code and propose new functions to aid the constrained model. Experiments revealed that providing just one model-generated sub-function per question enabled constrained GPT-3.5 to solve over 60% of previously impassable HumanEval problems. When evaluated on the larger APPS dataset, supplying a single sub-function allowed the constrained model to solve 7.2% of questions it initially failed. In both cases, the model succeeded on these tasks when not constrained. Critically,
many sub-functions proposed in intermediary steps displayed general utility across diverse tasks.

We also introduced a "half-shot" evaluation paradigm that establishes tighter estimates of language models' unaided coding abilities by combining formatting instructions with output parsing. Under this evaluation, GPT-4 achieved 85% HumanEval accuracy, compared to 67% under standard zero-shot conditions. We brought into question the assumed value of a number of works which have proposed ways to improve general coding-abilities but did not surpass the "half-shot" evaluation mark.

In conclusion, this thesis makes valuable contributions towards using large language models for customisable program synthesis. We presented methods to constrain, enhance, and evaluate language models for code generation tasks using only user-provided functions. Our techniques allow pre-trained language models to be rapidly tailored for proprietary coding needs without compromising utility.

### 6.2 Future Work

There are many exciting directions for extending this work:

- Applying our approach to constrain models to non-replica function sets could demonstrate its utility for integrating real-world codebases or even algorithm discovery. As an example, constraining models to algorithm libraries like the one presented in [61] is a good starting point.

- Further investigation into optimal methods for communicating functions to language models is needed. Our initial, small-scale results imply that model-generated skills may generalise better than human-written skills when provided in batches, but larger experiments are required to confirm this trend.

- Testing context limits by progressively providing models with more in-context functions would reveal the maximum usable capacity before performance degradation occurs. Our initial results did not push the limits of the models' context windows.

- Experiments can be run to explore the trade-off between increasing model temperature and the model's adherence to a user-provided constraint. This is useful to help balance between creativity and rule-following when generating code.
6.2 Future Work

- Evaluating our method's effectiveness when constraining models to proprietary functions from specific applications would demonstrate its practical value for integrating pre-existing components into larger programs.

A shortened version of this thesis is intended to be submitted to the NeurIPS 2023 “ICBINB” Workshop.
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Appendix A

Supplementary Tables

Here, we provide:

- A detailed report of all questions failed by GPT-3.5 when constrained to the replicas. This is shown in Figure A.1.

- A list of all the replicas and their hand-written code, presented in Table A.1.

Table A.1 Hand-written code used for the Replicas. The corresponding function from the Python Standard Library is given in the left column.

<table>
<thead>
<tr>
<th>Original function</th>
<th>Custom re-implementation (Replica)</th>
</tr>
</thead>
</table>
| len()             | def get_length(iterable):
                     | count = 0
                     | for _ in iterable:
                     | count += 1
                     | return count |
| str()             | def cast_to_string(input):
                     | return str(input) |
| chr()             | def convert_to_char(input):
                     | return chr(input) |
| float()           | def cast_to_float(input):
                     | return float(input) |
| int()             | def cast_to_int(input):
                     | return int(input) |
| list()            | def create_list(iterable=none):
                     | if iterable is None:
                     |   return []
                     | lst = []
                     | for item in iterable: lst.append(item)
                     | return lst |
| set()             | def create_set(iterable=none):
                     | s = {}  
                     | if iterable:
                     |   for element in iterable: s[element] = None
                     | return s.keys() |
Table A.1 Hand-written code used for the Replicas. The corresponding function from the Python Standard Library is given in the left column.

<table>
<thead>
<tr>
<th>Original function</th>
<th>Custom re-implementation (Replica)</th>
</tr>
</thead>
</table>
| isinstance()      | def check_if_instance(obj, class_or_tuple):
|                   |     if not isinstance(class_or_tuple, tuple):
|                   |         class_or_tuple = (class_or_tuple,)
|                   |     for cls in class_or_tuple:
|                   |         if type(obj) == cls or type(obj) in cls.__subclasses__():
|                   |             return True
|                   |     return False |
| sorted()          | def sort_list(iterable, key=None, reverse=False):
|                   |     lst = list(iterable)
|                   |     if key is None:
|                   |         compare = lambda a, b: a > b
|                   |     else:
|                   |         compare = lambda a, b: key(a) > key(b)
|                   |     for i in range(len(lst) - 1):
|                   |         for j in range(len(lst) - i - 1):
|                   |             if compare(lst[j], lst[j + 1]):
|                   |                 lst[j], lst[j + 1] = lst[j + 1], lst[j]
|                   |     if reverse:
|                   |         lst = lst[::-1]
|                   |     return lst |
| all()             | def check_if_all_true(iterable):
|                   |     for element in iterable:
|                   |         if not element:
|                   |             return False
|                   |     return True |
| min()             | def get_minimum(*args):
|                   |     if len(args) == 1:
|                   |         args = args[0]
|                   |     if not args:
|                   |         raise TypeError('expected at least 1 arguments, got 0')
|                   |     min_val = args[0]
|                   |     for arg in args:
|                   |         if arg < min_val:
|                   |             min_val = arg
|                   |     return min_val |
| max()             | def get_maximum(*args):
|                   |     ... return max_val |
| bin()             | def convert_to_binary(n):
|                   |     if n < 0:
|                   |         return '-' + convert_to_binary(-n)
|                   |     result = ''
|                   |     while n:
|                   |         result = ('1' if n & 1 else '0') + result
|                   |         n >>= 1
|                   |     return '0b' + result if result else '0b0' |
| sum()             | def compute_sum(iterable, start=0):
|                   |     total = start
|                   |     for item in iterable:
|                   |         total += item
|                   |     return total |
| round()           | def round_number(number, ndigits=None):
|                   |     if ndigits is None:
|                   |         return int(number + 0.5) if number >= 0 else int(number - 0.5)
|                   |     else:
|                   |         factor = 10.0 ** ndigits
|                   |         return int(number * factor + 0.5 if number >= 0 else number * factor - 0.5) / factor |
| math.ceil()       | def get_ceiling(number):
|                   |     integer_part = int(number)
|                   |     if number == integer_part:
|                   |         return integer_part
|                   |     if number > 0:
|                   |         integer_part += 1
|                   |     return integer_part |
Table A.1 Hand-written code used for the Replicas. The corresponding function from the Python Standard Library is given in the left column.

<table>
<thead>
<tr>
<th>Original function</th>
<th>Custom re-implementation (Replica)</th>
</tr>
</thead>
</table>
| `math.sqrt()`     | `def get_square_root(input, precision = 0.00001):`
|                   | `guess = input / 2.0`
|                   | `while True:`
|                   | `better_guess = (guess + input / guess) / 2.0`
|                   | `if abs(guess - better_guess) < precision:`
|                   | `return better_guess`
|                   | `guess = better_guess`
| `ord()`           | `def get_unicode(char):`
|                   | `if len(char) != 1:`
|                   | `raise TypeError("Error x len(char)")`
|                   | `return int.from_bytes(char.encode('utf-8'), byteorder='big')`
| `map()`           | `def apply_func_to_iterable(function, iterable):
|                   | `result = []`
|                   | `for item in iterable:`
|                   | `result.append(function(item))`
|                   | `return result`
| `abs()`           | `def absolute_value(number):
|                   | `if number < 0:
|                   | `return -number`
|                   | `else:
|                   | `return number`
| `filter()`        | `def add_to_list_if_func_is_true(function, iterable):
|                   | `result = []`
|                   | `for item in iterable: if function(item): result.append(item)`
|                   | `return result`
<table>
<thead>
<tr>
<th>Task ID</th>
<th>Desc. of Failure</th>
<th>Failure Categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>144</td>
<td>casts a string fraction to a float instead of splitting numerator and denominator first</td>
<td>logic</td>
</tr>
<tr>
<td>65</td>
<td>does not reverse string if shift % length = 0 (should always reverse when shift &gt; len)</td>
<td>logic</td>
</tr>
<tr>
<td>124</td>
<td>assumes string formatting is correct (can be split on the ‘-‘); does not account for leap years</td>
<td>logic</td>
</tr>
<tr>
<td>149</td>
<td>sorts by string value rather than string length and alphabetically</td>
<td>logic</td>
</tr>
<tr>
<td>114</td>
<td>restarts sub-array if element is negative rather than if it is less than current element</td>
<td>logic</td>
</tr>
<tr>
<td>79</td>
<td>does not remove the 0b prefix from the convert_to_binary func.</td>
<td>logic (didn’t understand custom func well)</td>
</tr>
<tr>
<td>142</td>
<td>does not include the case where index is not 3 or 4</td>
<td>logic</td>
</tr>
<tr>
<td>121</td>
<td>selects odd position elements instead of even by starting at index 1 instead of 0</td>
<td>logic</td>
</tr>
<tr>
<td>89</td>
<td>does not mod by 26 to ensure staying within alphabet</td>
<td>logic</td>
</tr>
<tr>
<td>97</td>
<td>needs to separate modulo operations by a parentheses</td>
<td>logic</td>
</tr>
<tr>
<td>154</td>
<td>does not correctly check rotations of b</td>
<td>logic</td>
</tr>
<tr>
<td>99</td>
<td>always rounds negative numbers toward 0, even when decimal part is greater than or equal to -0.5</td>
<td>logic</td>
</tr>
<tr>
<td>110</td>
<td>returns “yes” prematurely after checking if lst2 has even elements</td>
<td>logic</td>
</tr>
<tr>
<td>84</td>
<td>converts char to bin then bin to int instead of char to int</td>
<td>logic</td>
</tr>
<tr>
<td>70</td>
<td>does not recompute min and max value within the while loop</td>
<td>logic</td>
</tr>
<tr>
<td>82</td>
<td>used get_ceiling() when floor should’ve been used</td>
<td>logic</td>
</tr>
<tr>
<td>90</td>
<td>does not account for multiple smallest elements (i.e. [1,1] case) originally avoided by converting list to a set</td>
<td>logic</td>
</tr>
</tbody>
</table>

Fig. A.1 Detailed report of failures when prompted to use custom sub-functions.