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Abstract

Large Language Models (LLMs) are capable of generating well-written text and have the potential to be very useful in real-world applications. For example, if we can trust them to reliably produce output of high quality, they might be useful in legal matters. In this work, I look at one such use case, and evaluate whether LLMs are able to reliably produce high-quality output for a specific task that is more complex than what has typically been considered prior to this work. I introduce a number of methodologies, and consider several LLMs for solving the task. In particular, I explore whether a smaller, fine-tuned LLM can compete with a larger pre-trained LLM. I also introduce a new dataset for the task, as well as my own method for evaluation. The main conclusion of the dissertation is that the larger LLM I considered, produced outputs of better quality than any smaller model I tested. However, none of the LLMs I considered were able to produce reliable outputs of high quality.
# Table of contents

List of figures vii

List of tables x

Nomenclature xi

1 Introduction 1
  1.1 Motivation ........................................ 1
  1.2 Primary goals .................................... 2
  1.3 Contributions .................................... 2
  1.4 Dissertation overview ............................ 2

2 Background 4
  2.1 A plea in mitigation ............................... 4
  2.2 Trends in TOD literature ......................... 5
  2.3 Self-critique ..................................... 6
  2.4 Causal LMs ....................................... 8
  2.5 LoRA and QLoRA .................................. 9

3 Methodology 11
  3.1 Overview .......................................... 11
  3.2 Setups ............................................ 13
    3.2.1 Baselines without use of machine-generated critiques 14
    3.2.2 Answer-Refine setup .......................... 15
    3.2.3 Answer setup and Answer-Explain setup .......... 17
    3.2.4 Discuss setup ................................ 19
  3.3 Criteria for a good plea in mitigation .......... 20
# Table of contents

## 4 Data, Prompt Engineering and Evaluation Method

- **4.1 Data** .................................................. 23
  - 4.1.1 Input stories ........................................ 23
  - 4.1.2 Statements .......................................... 24
  - 4.1.3 Labeling ............................................ 25
- **4.2 Prompt Engineering** ................................. 27
- **4.3 Evaluation method** ................................ 29

## 5 Results

- **5.1 Fine-tuning Vicuna** ................................. 32
- **5.2 Basic evaluation of all setups** ................. 34
- **5.3 Further analysis** ................................... 38

## 6 Discussion and Future work

## References

## Appendix A

- **A.1 Data and Prompts** ................................. 52
  - A.1.1 Input stories ........................................ 52
  - A.1.2 Example statements .............................. 56
  - A.1.3 Input to LLMs ..................................... 59
  - A.1.4 Critiquer responses .............................. 65
List of figures

3.1 The Critiquer LM is used to decide whether a Critiquing Principle is broken or not, provided an input story and a statement. The colors pink and green indicate that I have used, respectively, the LMMs GPT-4 and Vicuna13 for this task. If the Critiquer decides that a principle is broken, the Writer rewrites the statement to better satisfy that principle. If the principle is not broken, I move on to the next principle. I reach an approved statement when all principles are satisfied, but I can also choose to stop before this happens. Please note how the thin lines indicate output/input to a LLM, whereas the thicker lines guide you through the overall flow of the setup: the self-critique loop. I have called this setup Answer-Refine. ........................................ 12

3.2 The most basic versions of our method. Neither of these makes use of any machine-generated critiques. ......................................................... 14

3.3 My Critiquing Principles ............................................................ 16

3.4 The Writer receives an explanation of why a principle is broken. ......... 18

3.5 Discuss-setup. The Critiquer does not provide a specific answer to whether the current principle is broken or not. Instead, it provides a discussion of that principle, that is used for revision. The loop must be stopped: after one or multiple loops through the critiquing principles. ................................. 19

3.6 My general principles. .............................................................. 21

4.1 Distribution of data over the Critiquing Principles. Each bar corresponds to one Critiquing Principle as labeled on the x-axis. The red part of the bar shows how many samples in the dataset were labeled as breaking that principle. The green part of each bar shows how many samples in the dataset were labeled as satisfying that principle. ................................. 26
5.1 Training curves for the training set and validation set, training Vicuna13 on data with yes/no answers. The top plot is training on my annotations, and the bottom plot is training on GPT-4’s annotations. 33
5.2 Training curves for the training set and validation set, training Vicuna13 on data with explanations + yes/no answers (top plot), and training on data with only discussions (bottom plot). 34
5.3 Two examples of bad discussions provided by the fine-tuned Vicuna13. It shows two examples of relevant sections in a statement, and the critique Vicuna provided for the statement is shown below. Both examples are based on Jack Palmer’s input story. The top example shows that the statement adds untrue information by claiming Jack has done voluntary work, and the critique below fails to include that as a relevant quote, and concludes that the statement does not add untrue information. The bottom example is somewhat similar, showing that the statement says that the defendant has a clean record with the exception of a speeding ticket. However, the discussion provided by Vicuna fails to pick out the relevant quote, and ends up with the conclusion that the statement implies that the defendant does not have a clean record. 36
5.4 Two examples of Vicuna producing answers in an unwanted format in the Answer-Explain setup (not starting or ending with yes or no). 38
5.5 This is an example showing that Vicuna often answers more than only “yes” or “no” as a critique in the Answer-setup. 43
5.6 Average number of penalties given to different input stories (on the x-axis) and a selection of configurations (colors). Most configurations improve on the Initial setup. 44
A.1 The five input stories used to generate training data. 53
A.2 First five input stories used for evaluation. 54
A.3 Last five input stories used for evaluation. 55
A.4 A textual example showing why I chose to use GPT-3.5 Turbo (blue statement) as a general Writer, and not Vicuna13 (green answer). The statement produced with GPT-3.5 Turbo has a better flow of content and is generally written in a better manner. 56
A.5 An example of a statement receiving 0 penalty points from the auto-evaluation. Based on the Chloe input story. 57
A.6 An example of a statement receiving 3 penalty points from the auto-evaluation. Based on the Lauren input story. The blue highlights indicate which principles were considered broken here. 57
A.7 An example of a statement receiving 6 penalty points from the auto-evaluation. Based on the Robert input story. The blue highlights indicate which principles were considered broken here. The additional penalty points are due to information about the defendant that the statement failed to mention. 58

A.8 Critique Requests passed into the GPT-4 Critiquer. Bold words in this image highlight what the CR concerns 59

A.9 Critique Requests passed into the Vicuna Critiquers. 60

A.10 Explanation Requests (used in the Writer). 61

A.11 All Revision Requests. 62

A.12 Input to the automatic evaluation of statements done by GPT-4. 63

A.13 More example prompts used in different setup. This figure contains a description of where each prompt is used, followed by the actual prompt, and an occasional note about it. 64

A.14 An example of what I would call a successful prompt with an incorrect answer. Vicuna properly discusses the question and gives a good explanation, hence the prompt seems to have done its job. However, it arrives at the wrong answer. The explanation states that the input story about Ronald Smith indicates regret, but this is false. 65

A.15 An example of how Vicuna can get confused by longer prompts. Here, it does not answer a question about the defendant’s age properly. 65
List of tables

5.1 This table shows results for all combinations of setup and Critiquer model (untuned / trained on the different datasets from 4.1). The subscript next to Vicuna indicates if the Critiquer was trained on annotations made by me or by GPT-4. The numbers show the Average number of penalties given to the Critiquer-setup combination, with the Standard Error (SE) shown inside the parentheses. The bold numbers indicate the configurations I have investigated further. .................................................. 35

5.2 Shows the two baseline setups: Initial and Direct Refinement, compared to what appeared to be the best performing configuration in Table 5.1: GPT-4 and Answer-Explain. Each configuration is evaluated over 50 samples: five times for each input story. The table shows the mean number of penalties given to each input story for each setup, and the difference between the highest and lowest scoring penalties for that input story and configuration. The bottom part shows the mean number of penalties and SE over all input stories, for that configuration. .................................................. 39

5.3 Comparing different Critiquer models in the Answer-setup. All configurations have been evaluated on 50 samples: five samples for each input story. As Table 5.2, I show the mean number of penalties given to statements for each input story for each configuration and the difference between the highest and lowest penalties given to that input story and configuration. The bottom line shows the updated mean number of penalties, and the SE, for each configuration over all input stories. .................................................. 41
Nomenclature

**Roman Symbols**

CR    Critique Request  
DR    Direct Refinement  
ER    Explanation Request  
RR    Revision Request  
COT    Chain-Of-Thought  
GPT    Generative Pre-trained Transformer  
LLM    Large Language Model  
LM    Language Model  
LoRA    Low-Rank Adaption  
NLP    Natural Language Processing  
QLoRA    Quantized Low-Rank Adaption  
TOD    Task-Oriented Dialogue
Chapter 1

Introduction

1.1 Motivation

Language is an important part of human life, as it is our main way to communicate with each other. We use language to express our thoughts, ideas, and even emotions. Language is also a crucial component in important life moments, including job interviews, conflict resolution, and possibly courtroom presentations. A person who struggles with expressing themselves well, in writing or orally, might experience bias against them in a courtroom. One example of a situation where this is a challenge is if a person pleads guilty to an offense, and is asked to make a plea in mitigation. Such a plea should contain information about the crime and the defendant, and if performed correctly, it can result in a milder sentence. Many people choose to perform such a plea by themselves instead of seeking counsel. This could be because of financial reasons, or because they wish to speak directly to the judge (GOV.UK, b). Because of this, people who don’t have the means to pay a defense attorney to help them write a plea in mitigation, or who are not as skilled in expressing themselves in the correct manner, can end up receiving a harder sentence than someone with a more fortunate background in the same situation. This work aims to address this issue by looking at the possibility of making good representation in court accessible to everyone. As a tool to achieve this, we look to Large Language Models (LLMs).

LLMs are models that use AI to perform different natural language tasks such as interpreting and generating text. Using deep learning, LLMs can perform different types of text analysis, summarisation, translation, and text generation. They are able to generate well-written text which is difficult to distinguish from human-written text, and they might therefore be suitable for the task of helping people write courtroom statements (Brown et al., 2020).
1.2 Primary goals

The overall purpose of this project is not to build a usable product, but rather to evaluate whether or not LLMs can be helpful in generating good pleas in mitigation, in a reliable manner. There are two main goals for this work:

1. Can we reliably produce useful statements that can be read in court as pleas in mitigation? To explore this, I will use the best LLM available.

2. I want to explore and compare different setups for this task, including different configurations and both larger, pre-trained models and smaller, fine-tuned models.

1.3 Contributions

This work has made several contributions.

First, I have looked at whether a state-of-the-art LLM can perform reliably on the complex task of creating a plea in mitigation. My conclusion on this is that it cannot yet perform reliably on this task by using the methods I have tested.

Second, I have made a new dataset containing in full, 281 statements for pleas in mitigation, with different types of annotations that state whether each statement satisfies one out of the multiple criteria I want all statements to satisfy.

I have evaluated a total of 16 different setups on the task of creating a plea in mitigation. The setups use different methods as well as different LLMs.

I have observed that the fine-tuned smaller models could not compete in performance compared to the larger pre-trained state-of-the-art model.

1.4 Dissertation overview

The remainder of the dissertation will be structured in the following way:

Chapter 2 will present an overview of related literature and required background information. It will begin by providing further information on how to write a good plea in mitigation and discuss trends in relevant Task-Oriented Dialogue literature. I will then present the main methods that inspired the framework I used, as well as the LLMs I have used in these methods. Lastly, I will briefly discuss methods for fine-tuning LLMs.
Chapter 3 presents the methodology we have created for our new task. It will further discuss how I have used information and methods from the background to create a system suitable for my particular task.

Chapter 4 contains a description of the preparation of my experiments. I will introduce my new dataset, discuss how prompt engineering was done, and talk about how I have evaluated my results.

Chapter 5 presents the results of this dissertation. It contains information about how I have fine-tuned the smaller LLM, and results of the performance of all the configurations I have looked at.

Chapter 6 further discusses the results from Chapter 5 from a taller viewpoint, and suggests ideas for further work. This chapter also contains a conclusion of the full work.
Chapter 2

Background

This chapter will introduce necessary background material for the project. It will not be a complete guide on all related previous work, but rather a summary of trends, presenting knowledge necessary to understand this thesis. I begin by discussing the task at hand: writing a plea in mitigation, before looking at some technical details and challenges in the Task-Oriented Dialogue (TOD) literature. I will continue by presenting the main inspiration for my project: the methods of self-critique and Constitutional AI (Bai et al., 2022; Saunders et al., 2022). I will then discuss the models used to perform self-critique (Section 2.4), and how I will fine-tune some of them: using Quantized Low-Rank Adaption (QLoRA) in Section 2.5.

2.1 A plea in mitigation

A plea in mitigation is held in a UK court to explain personal circumstances and plead for leniency in sentencing.

When a person has committed a crime in the UK, and decided to plead guilty, they are usually called into a courtroom to be sentenced. To limit the scope of this project, I have only focused on smaller, less serious offenses, which are typically judged in a UK Magistrates’ court. What typically happens next, is that a defense attorney will read out a statement to plead for leniency in the sentencing of the defendant. But often, people choose to self-represent instead of using a lawyer. In this case, the defendant does not need to argue about technical criminal details, but there is still some specific information that should be included in their plea.

Mitigating factors are aspects of the offense, or personal circumstances, that indicate a less serious crime, and can therefore result in a lesser sentence if properly explained to the court (Judiciary of England and Wales, 2020). Great provocation, mental illness or disability, age, and playing a minor role in the offense, are factors that indicate lower
culpability (Sentencing Council, a). However, genuine remorse, cooperation with authorities and admissions to the police are also mitigating circumstances that will always count in favor of the defendant. There also exists additional mitigating factors such as proof of good character, determination or demonstration of steps taken to address an addiction or offending behaviour, voluntarily compensating victims, no previous relevant convictions, or being the sole or primary carer for some dependent relative (Sentencing Council, 2014, 2019). These factors will only count in favor of a reduced sentence if they are relevant to the offense being heard, but they will never influence sentencing in a negative way. Pleading guilty is in itself perhaps the most important factor in reducing a sentence, as it can lead to a reduction by up to one-third of the standard sentencing guidelines (Sentencing Council, 2017).

Some law practitioners give out advice on how to write a good statement when self-representing and pleading guilty. They generally advise having good structure in the plea, explaining the situation, and taking full responsibility for the offense that has been committed (Hayler; Motor Lawyers Ltd). It is also inferred that any suffering as a direct result of the crime, or an explanation of why the crime will not happen again, might be considered mitigating when self-representing (Hayler).

In order to achieve a good pleading statement, it is important that our LMs are able to faithfully represent the information they receive about the defendant, and that they can adhere to a number of principles that define a good statement.

2.2 Trends in TOD literature

TOD systems are computer systems that communicate with a user and assist them in achieving a specific goal or perform a task, as described by the user.

How these assisting systems are built, have changed a lot since they first appeared. Early approaches of TOD typically used a rule-based system to assist the user, aiming to give an illusion that the system understood the input (Weizenbaum, 1966). Not long after, the final goal was split into a series of subtasks: language understanding, dialogue reasoning, task reasoning and language generation (Smith and Hipp, 1994). This introduced a pipeline architecture where all components needed good systems on their own to achieve some intermediate goal, and then an overall architecture would tie the subsystems together (Young et al., 2013). One main downside to this approach is errors propagating from one component through the architecture and into the final output. With the breakthrough of neural networks around 2012 in Computer Vision, NLP researchers found that an end-to-end neural network architecture might be a better solution (Wen et al., 2016). Using neural networks, it is easier to optimise for the final goal instead of each subtask, due to backpropagation. Hosseini-Asl
et al. (2020) achieved state-of-the-art results by using a single transformer-based causal LLM, GPT-2 (Radford et al., 2019), to generate all outputs. But still, these systems typically depend on a separate task-specific database, and up until now, the tasks studied are limited. The MultiWOZ dataset has become a standard TOD benchmark, but it only considers relatively simple domains like making recommendations for restaurants and trains (Budzianowski et al., 2018).

In this work, I have looked at a more complex task than booking restaurants or hotels: writing a plea in mitigation. This can be viewed as a more complex task, because it requires the output to consider and adhere to more principles and guidelines than traditional TOD tasks. A promising newer technique called ‘self-critique’ might help in solving this more complex task.

### 2.3 Self-critique

The idea of providing a LM with a critique in natural language, in order to improve an answer, is not entirely new. In 2021, Zhao et al. showed that LMs can understand natural language critiques, and they were able to alter model predictions to show less bias tendencies in underspecified settings by using such natural language critiques (Zhao et al., 2021). But this study used a set of human-generated critiques and did not achieve good generalisation.

The concept of self-critique was introduced by Saunders et al. (2022). They discovered that LMs can assist humans in detecting flaws in human- or computer-generated text by generating viable critiques themselves. Given a question and an answer, the LM could output whether the answer contained flaws, and provide a helpful natural language critique to the question-answer pair. By giving that same model the initial question, answer, and critique, it was able to output a new and improved answer (Saunders et al., 2022). This is the basis of self-critique.

Bai et al. (2022) took the idea one step further by not limiting the LM-generated critiques to just assisting humans, but allowing them to work recursively on their own. Their objective was to make some final outputs as helpful and harmless as possible, and they used self-critique to ensure harmless responses. To achieve this, they created another framework: Constitutional AI.

**Constitutional AI** is used in combination with self-critique, and is a structured way to guide the critiques and revisions we ask for. Bai et al. (2022) use an instruction-tuned LM, and instruct it to critique and revise its own responses in natural language. The instructions are randomly chosen from a list of what they call principles, which all together form a consti-
tution (Bai et al., 2022). In practice, the constitution is a set of rules (principles) that they want the final output to abide by. Each principle consists of a way to ask the LM to critique an output: a critique request ($CR$), and a way to ask the model to revise an output, given that critique: a revision request ($RR$). One response can be critiqued and rewritten multiple times since the original output and the revised output should be in the same form. In that way, the output can be critiqued by different principles, until we reach a satisfactory output (Bai et al., 2022). In the end, they fine-tuned the original LM on the initial questions and revised outputs.

It is possible to further build on the ideas of self-critique and Constitutional AI. Bai et al. (2022) introduces RLAIF (Reinforcement Learning from AI Feedback), which is used to further enhance performance and create a preference model they use for further fine-tuning and evaluation. Another recent paper further developed the original ideas, using self-critique and reinforcement learning (Akyürek et al., 2023). They used a different LM to perform the base task and revisions, and to critique outputs. In that way, they could use any LM for the base task, and a different LM to fine-tune for the critiques (Akyürek et al., 2023).

Previous work typically look at tasks that use critiques to achieve one single goal, for example harmlessness in Bai et al. (2022), and for example to alphabetically sort a list of words in Akyürek et al. (2023). This work will take one step forwards by considering principles and critiques that have a separate goal for each principle, and each such goal might also be more complex than the goals previously considered. For example, evaluating if a response is harmless, intuitively seems like an easier task than deciding if a response is completely faithful to its input.

Self-critique and Constitutional AI have also been used to fine-tune LLMs. Claude 2 uses Constitutional AI to ensure harmless and helpful responses from the model at all times, and GPT-4 uses a technique similar to self-critique to ensure responses in line with human ethics (Anthropic, 2023; OpenAI, 2023). More specifically, GPT-4 uses Ruse-Based Reward Models (RBRMs): zero-shot GPT-4 classifiers, to determine whether a response is evasive, contains undesired information, or contains the correct type of information: the RBRMs provide a critique. They use these critiques to update a reward signal used to fine-tune the model (OpenAI, 2023).

Self-critique and Constitutional AI are both methods that depend on LLMs. The LLMs write initial responses, critiques, and revisions, and swapping to a different LLM can completely change any output. It is therefore important to choose with care which LLM to use.
2.4 Causal LMs

A LM is a model that assigns a probability to a word or sequence of words, based on words and sequences of words it has already seen (Jelinek, 1998). A causal LM autoregressively assigns a probability to the next token (word-piece), given the preceding tokens: 

$$p(t_1:N) = p(t_1) \prod_{i=2}^{N} p(t_i|t_1,...,i-1).$$

OpenAI has been a leading operator in well-performing LLMs with their introduction of Generative Pre-trained Transformers (GPTs). GPT-3, and its later improvements GPT-3.5 and ChatGPT have caused headlines even in mainstream media. GPT-3 showed that LLMs provide excellent answers on many tasks, given only a description of their task (zero-shot), or a few examples of the task (few-shot) (Brown et al., 2020). GPT-3.5 Turbo further developed GPT-3 and was optimized for dialogue (OpenAI). Also, a finetuned version of GPT-3.5: ChatGPT, was made available online as an easy-to-use chatbot. This caused headlines, as people were amazed by the chatbot’s ability to generate good, human-like answers to their questions about a wide range of topics (Roos, 2022; Tonkin, 2022). Other researchers have also noted ChatGPT’s good performance when responding to natural language zero-shot prompts, but still make the remark that a model fine-tuned on a given task, often performs better than ChatGPT (Qin et al., 2023).

GPT-4 is the newest addition to OpenAI’s GPT models. GPT-4 has achieved state-of-the-art results and human-level performance on many benchmarks, and is fine-tuned using RLHF to make sure its responses align with the user’s intent (OpenAI, 2023).

PaLM 2 and Claude 2 are examples of other LLMs, and they are perhaps the ones closest to GPT-4 in performance. PaLM 2 achieves results competitive to GPT-4 on reasoning tasks, but is beaten by GPT-4 on other benchmarks (Anil et al., 2023; OpenAI, 2023). Claude 2 beats GPT-4 on subjects such as maths and law, but cannot compete on other benchmarks (Anthropic, 2023).

LLaMA (Large Language Model Meta AI) is a family of smaller LLMs that are open to the research community. It has achieved similar performance with 13B parameters, as GPT-3 has with its 175B parameters (Brown et al., 2020; Touvron et al., 2023). LLaMA does, like GPT-3 and GPT-4, use a transformer-based architecture (Vaswani et al., 2017), but it was trained using a very high data-to-parameter ratio. This way, even their small models with 7B and 13B parameters, show good zero-shot and few-shot ability, sometimes comparable to GPT-3 (Touvron et al., 2023).

Stanford released Alpaca as a fine-tuned model based on the 7B and 13B LLaMA models. It was fine-tuned on an instruction-following dataset, and it is said to have a similar performance to GPT-3.5 (Taori et al., 2023).

Not much later, another fine-tuned version of LLaMA was released: Vicuna. This model
comes in two sizes: 7B and 13B. The 13B version is said to outperform Alpaca13B and LLaMA13B in over 90% of asked questions, according to evaluation done by GPT-4 (Chiang et al., 2023).

In this work, I will compare the performance of writing a plea in mitigation using a large non-tuned LM and a smaller LM that has been fine-tuned on either human- or machine-generated data.

2.5 LoRA and QLoRA

One cannot expect a general LM to perform outstandingly well on any specific task it has never encountered before: that is why we often want to fine-tune models. But training and storing LLMs is expensive.

Traditional transfer learning techniques tried to resolve these issues by either freezing weights in some layers and tuning others, or adding new layers of weights to the original model and only train these new layers. In this way, you would need less space to store new versions of a model, and you have fewer parameters to tune. But in practice, this has not achieved the same results as fine-tuning the full model (Hu et al., 2021).

Low-Rank Adaption (LoRA), introduced a new way to fine-tune which required few added parameters, but could still perform as well as fine-tuning a full model (Hu et al., 2021). The idea of LoRA is based on the work by Aghajanyan et al. (2020) who empirically showed that pre-trained models normally have a very low intrinsic dimension. It might therefore be a reasonable hypothesis by Hu et al. (2021) that the updates to the weight matrices when tuning, also have a low intrinsic rank. If a pre-trained model has weights $W_p$, and the fine-tuned model has weights $W_{ft}$, we can express the update matrix as $\Delta W: W_{ft} = W_p + \Delta W$. If it is the case that $\Delta W \in \mathbb{R}^{n \times m}$ has low intrinsic rank, then we can decompose it into two much smaller matrices: $\Delta W = BA$, where $B \in \mathbb{R}^{n \times r}$, $A \in \mathbb{R}^{r \times m}$. By setting $r$ in the dimension of these matrices, and therefore also limiting their rank, we get a weight representation with far fewer parameters. Then we can tune $A$ and $B$ instead of the larger $\Delta W$, which means we can tune far fewer parameters. Hu et al. (2021) does this to attention weights in all layers, and keep other weights frozen. This further limits the number of new parameters we get with fine-tuning, and saves space as there is no need to keep track of the frozen parameters’ optimizer states. Another benefit with LoRA is its ability to cancel out inference latency, because we can simply add $BA$ to $W_p$ once, and run inference using these new weights every time.
Quantized Low-Rank Adaption (QLoRA) is a further development of LoRA (Dettmers et al., 2023). Dettmers et al. (2023) introduce e.g. further quantization: reducing the weights in the pre-trained LLM to 4-bit precision, and they attach the LoRA adapters discussed above to every layer of the network (not only attention). The result of these developments is even smaller memory requirements and more stable fine-tuning results that are at least as good as full fine-tuning (Dettmers et al., 2023).

This chapter has introduced the concepts of a plea in mitigation and mitigating factors. It has also introduced some basic building blocks such as TOD, self-critique, Constitutional AI, some causal LLMs, and QLoRA. I have discussed how these building blocks have been used in research so far, and the next chapter will explain how I build on this background and create a methodology appropriate for my own task.
Chapter 3

Methodology

This chapter explains the methodology I have used. I will first explain how the background material relates to and will be used in this work. I will then introduce the different components of the methods, and explain how it all connects together. Finally, I will present how I have defined a good plea in mitigation, in contrast to the general guidelines.

3.1 Overview

I will start by giving an overview of how I have chosen and put together the building blocks introduced in the background.

The main task I have looked at in this work, is writing a statement for a plea in mitigation based on an input story provided by the user. Examples of such input stories are provided in Appendix A.1.1, and examples of final statements are provided in Appendix A.1.2. From the general guidelines in Section 2.1, I have made a set of principles I want all plea statements to satisfy (Figure 3.6), and a general framework that allows any defendant to input their details, and get back a plea in mitigation that we want to satisfy these principles. I have focused on simple offenses that are not too serious and therefore are adjudicated in the Magistrates’ court and not the Crown court in the UK (GOV.UK, a).

My methodology is based on self-critique and Constitutional AI. I have not followed extensions like RLAIF from Bai et al. (2022), but rather focused on how far I can get with traditional fine-tuning. I have however followed the modification introduced by Akyürek et al. (2023): using a separate model to produce critiques. An overview of the system is provided in Figure 3.1. The basic setup uses two LLMs that have separate roles: one Writer and one Critiquer. The Writer is used to generate and revise a statement for a plea in mitigation, whereas the Critiquer is used to critique these statements, based on the different
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Fig. 3.1 The **Critiquer** LM is used to decide whether a Critiquing Principle is broken or not, provided an input story and a statement. The colors pink and green indicate that I have used, respectively, the LMMs GPT-4 and Vicuna13 for this task. If the **Critiquer** decides that a principle is broken, the **Writer** rewrites the statement to better satisfy that principle. If the principle is not broken, I move on to the next principle. I reach an approved statement when all principles are satisfied, but I can also choose to stop before this happens. Please note how the thin lines indicate output/input to a LLM, whereas the thicker lines guide you through the overall flow of the setup: the self-critique loop. I have called this setup Answer-Refine.

principles. The **Writer** is a larger model that I have not tuned, while the **Critiquer** is the main component that I vary in different configurations, varying between a smaller LLM, a smaller, fine-tuned LLM, and a larger non-tuner LLM.

. I have also followed the example of Akyürek et al. (2023) by doing evaluation on what I actually care about: the final output.

Concerning the choice of LLMs, I aimed at models that are naturally good at responding to natural language inquiries. I have chosen GPT-4 as a representation of "the best available LLM today" (OpenAI, 2023). I made this decision because GPT-4 is fine-tuned to have responses better aligned with the user's intent, and seems to be more versatile than its competitors Palm 2 and Claude 2 (Anil et al., 2023; Anthropic, 2023). Claude 2 has expert knowledge about analysing legal documents, but I have not used legal analysis in my task, although it is related to law (Anthropic, 2023). I have not found a comparative analysis of Palm 2 and GPT-4 relevant to my instruction following task, and as GPT-4 seems to be the more versatile model I have made this my model of choice. However GPT-4 is quite
expensive, and I only gained access to GPT-4 with a few weeks left of this project (OpenAI). I have therefore used a mix of GPT-4 and GPT-3.5-Turbo in this work: GPT-3.5-Turbo is used as the Writer: for general writing and revising, and GPT-4 is used as a Critiquer: for task-specific critiques of a statement.

It is interesting to also look at how a smaller model can compare to the large and expensive GPT-4. This is in part because we imagine that if a product for this task is ever released, it is likely to come from a charity or low-budget organisation that wants to help people write pleas in mitigation. It is then likely that they would want to use these smaller, cheaper models. It is also interesting to see whether a smaller, fine-tuned model can achieve on-par or better results than a state-of-the-art LLM, which I cannot fine-tune. I have chosen to use Vicuna13 as the smaller LLM (as a Critiquer), and I have compared its performance both fine-tuned and out-of-the-box to GPT-4 (Chiang et al., 2023).

There is a reason why I have used GPT-3.5 Turbo as the Writer, instead of using the same model for writing and critiquing. I want the produced statement to expand the input story into a well-written, full statement. I observed that the smaller model Vicuna13B sometimes used phrases from the input that was not very well-written, it generally seemed a bit fragmented, and consistently produced shorter statements than GPT-3.5 Turbo. Both Vicuna13 and GPT-3.5 Turbo had issues with altering details from their original input stories or adding false information, but GPT-3.5 Turbo was superior in terms of language and length. An example of this can be found in Figure A.4 in the Appendix. Our opinion is that by choosing a LLM that produces longer and more well-written answers, I have a better chance of achieving a good, well-written final statement. It seems like an easier task to get a LLM to remove specific parts of a statement, than it is to tell a smaller LLM to expand a statement and use better language. This is the reason why I used GPT-3.5 Turbo as the Writer. Then the focus of this work will be to generate good critiques and finetune the Critiquer, similar to Akyürek et al. (2023), only with the specific purpose of generating pleas in mitigation which satisfy the guidelines for this (as mentioned in Section 2.3).

I have used QLoRA to fine-tune Vicuna13, as this seemed to have a similar performance to LoRA, but be more efficient.

### 3.2 Setups

I will now introduce the different approaches I used to get a final statement for a plea in mitigation (just referred to as a statement from now on). I start by introducing the most basic
setups that don’t use any type of self-critique, and gradually increase the overall complexity and involvement of machine-generated critiques.

### 3.2.1 Baselines without use of machine-generated critiques

The most simple setups will function as baselines. Using the below-defined **general principles** to get an initial statement, as shown in Figure 3.2a, is the simplest way I generate a statement. Providing GPT-3.5 Turbo: my **Writer** with the general principles, an input story (describing the offense and mitigating factors) and a request to generate a plea in mitigation, I get an initial statement out. (More about input stories in Section 4.1.) I call this my initial setup.

(a) First step of our method: creating an initial statement. I provide the LLM I have used for writing (Writer LM) with an input story (explaining the offense) and the general principles I want the output to follow, as discussed in Section 3.3. The blue color of the **Writer** indicates that I have used GPT-3.5 Turbo as my **Writer**.

(b) Direct Refinement (DR) of the statement. I now introduce some human-written Revision Requests (RRs). Each such RR will prompt the **Writer** to revise the statement such that it will better satisfy a specific principle after the revision. I can loop through revising the statement with different RRs any desirable amount of times.

Fig. 3.2 The most basic versions of our method. Neither of these makes use of any machine-generated critiques.

Taking it one step further, I revise the initial statement with some human-written **Revision Requests (RRs)**, as shown in Figure 3.2b. I call this setup Direct Refinement (DR), following the terminology in Akyürek et al. (2023); Bai et al. (2022). Following Constitutional AI as
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in Bai et al. (2022), each RR corresponds to one principle that I want my final statement to adhere to. One example of a RR is:

*Rewrite the statement above on the given critique, such that the statement adheres to the age rule 'mention the defendant's age only if it is outside of the interval 30-79'. Rewrite using only information about the defendant and their case from the input story. Do not make up information: even if you think that would improve the answer.*

The last part is a general prompt I found helpful to add to all RRs, and only the first part is principle-specific. In addition to the RR, I use a general prompt to ask GPT-3.5 Turbo to perform a revision: *You will revise parts of a statement, based on a revision request. Only rewrite parts of the statement to comply with the revision request, and leave the rest of the statement as it was. You may want to delete a paragraph, or add a new one.* This prompt will change a bit for different setups, depending on what type of input is given to the Writer for revision. Prompts will be further discussed in Section 4.2.

After providing my Writer with the general principles (described below in Section 3.3), I observe that the initial statement often satisfies many of the general principles. There is no need to ask the Writer to fix something that is never really broken. Therefore, I define **Critiquing Principles** as a subset of the general principles. The Critiquing Principles consist of principles that I observed to be broken from time to time, either in the initial statement or after a few revisions. I ended up reducing from 19 general principles to 13 Critiquing Principles. I have used the Critiquing Principles as a base to form requests for revision (RRs), critiques (CRs), and explanations (ERs), similar to Bai et al. (2022). The information in the general and Critiquing principles, mainly come from the general guidelines discussed in Section 2.1, whereas the actual wording of both the general and Critiquing principles is something I have devised myself, mainly by using techniques described in Section 4.2. My Critiquing Principles are shown in Figure 3.3.

### 3.2.2 Answer-Refine setup

I will now introduce the first setup that uses machine-generated critiques. The easiest extension from DR is to only rewrite a statement if the current critiquing principle is broken (Figure 3.1). This becomes the first task we use a Critiquer LM for. The Critiquer is the part of the setup I rotated: using GPT-4 or Vicuna. As in Constitutional AI, I have randomly drawn a Critiquing Principle to assess the statement on. The Critiquer is
3.2 Setups

Fig. 3.3 My Critiquing Principles

<table>
<thead>
<tr>
<th>Critiquing Principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: The statement should not be badly phrased, difficult to follow, or repetitive.</td>
</tr>
<tr>
<td>2: The statement should mention that the defendant is pleading guilty (an important mitigating factor).</td>
</tr>
<tr>
<td>3: The statement should reflect whether the defendant has already suffered as a consequence of their crime (according to the input story).</td>
</tr>
<tr>
<td>4: The statement should only mention the defendant's age if it is outside of the interval 30-79.</td>
</tr>
<tr>
<td>5: The statement should reflect whether the defendant has a prior criminal record (according to the input story).</td>
</tr>
<tr>
<td>6: The statement should reflect whether the defendant has a mental illness or disability (according to the input story).</td>
</tr>
<tr>
<td>7: The statement should properly explain the offense and the defendant's involvement in it: not adding or missing important parts.</td>
</tr>
<tr>
<td>8: The statement should reflect whether the defendant has or wants to make amends (according to the input story).</td>
</tr>
<tr>
<td>9: The statement should reflect whether the defendant has or wants to take action to self-improve or prevent the offense from happening again. Self-improvement can for example be attending counselling.</td>
</tr>
<tr>
<td>10: The statement should reflect whether the defendant has provided information that contributes to the defendant's good character.</td>
</tr>
<tr>
<td>11: The statement should not contain any misplaced information for a plea in mitigation (e.g. it should not mention the 'input story' or another statement).</td>
</tr>
<tr>
<td>12: The statement should not overemphasize, or show emotions different from the input story.</td>
</tr>
<tr>
<td>13: The statement should not contain any information that is unsupported by the input story.</td>
</tr>
</tbody>
</table>

provided with a Critique Request (CR): asking if the specific principle is satisfied or not. If the principle is broken, the Writer is given the RR belonging to the same principle as the CR when asked to revise.

For example, the CR corresponding to the RR shown above is:

*Does the statement break the rule 'only mention the defendant's age if it is outside of the interval 30-79'? Make sure to think carefully about what is said in the input story VS what is said in the statement.*

Again, only the first part is principle-specific, and the last part is something I found helpful to add to all CRs. To get the Critiquer to provide a critique, I also use a prompt to let it know
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what kind of output I want, as I did with the RRs. Such details can be found in Appendix A.1.3.

After a statement has been revised based on a principle, the revised statement is sent back to the Critiquer, which decides if the same principle is still broken, or if it has now been satisfied. The statement is revised until the current principle is satisfied, and then, I move on to the next random Critiquing Principle.

This setup is shown in Figure 3.1, and I have called it Answer-Refine. We can choose to do specifically one, or more, iterations through all the Critiquing Principles, or to stop when all principles are considered to be satisfied.

3.2.3 Answer setup and Answer-Explain setup

A slight expansion of Answer-Refine, is adding an explanation to why a principle is broken or not, and sending this information to the Writer for revision. This explanation can either be provided by the Writer (Figure 3.4a), or it can be done by the Critiquer at the same time as deciding if a principle is broken or not (Figure 3.4b). I call these setups Answer and Answer-Explain, respectively. If done by the Critiquer (Answer-Explain setup), I prompt the Critiquer with the same CR as in Answer-Refine, but change the part specifying how I want the output to look, to include an explanation (details found in Appendix A.1.3). If the explanation is provided by the Writer (Answer setup), I prompt the Critiquer with the same CR as in Answer-Refine, and then prompt GPT-3.5 Turbo with an Explanation Request (ER), corresponding to the same Critiquing Principle as the CR. For example, the ER corresponding to the CR, RR examples shown above (3.2.1, 3.2.2), is:

*How old is the defendant according to the input story? Does the statement say how old the defendant is? Answer this part separately first. The rule ’only state the defendant’s age if it is outside of the interval 30-79’ IS broken: explain why.*

I also send in a prompt specifying what kind of output I want. Together, the corresponding CR, ER, RR constitute one full principle in what would be the constitution used in Constitutional AI.
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(a) Answer-setup. The Critiquer decides if a principle is broken or not. If the principle is broken, we get a different model to provide an explanation for why it thinks that principle is broken. Here, we use the same LM for writing, revision, and providing this explanation. The explanation is used as input to do revision.

(b) Answer-Explain setup. The Critiquer decides if a principle is broken or not, and also provides an explanation of why it came to this answer. This explanation and answer is fed to the Writer for revision if the principle appears to be broken.

Fig. 3.4 The Writer receives an explanation of why a principle is broken.
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3.2.4 Discuss setup

Fig. 3.5 Discuss-setup. The Critiquer does not provide a specific answer to whether the current principle is broken or not. Instead, it provides a discussion of that principle, that is used for revision. The loop must be stopped: after one or multiple loops through the critiquing principles.

An alternative to providing the revision Writer with a clear critique and explanation of a principle as in Section 3.2.3, is to provide the Writer with a general discussion of the principle produced by the Critiquer, that does not say whether the principle is broken or not (Figure 3.5). This is somewhat similar to the DR setup because the statement is always revised for each Critiquing Principle, and we have to stop after a number of loops through. But in this Discussion setup, the Critiquer provides the Writer with additional information for the revision: a discussion. The discussion itself should contain quotes relevant to the current principle being evaluated, from the input story and statement at hand. It should then discuss whether there are any discrepancies between the input story and statement, or if there are other note-worthy things about the input story or statement that could contribute to deciding whether the principle is broken or not. To elicit this response, I prompt the Critiquer with the same CR as previous setups, but add a prefix to the prompt that describes the style I want the output to have. Using this setup, the Writer is given specific parts of the statement to revise, and more context about what it should revise there. This will give the Writer more information for revision than in the DR case, and the method will rely less on the Critiquer.
3.3 Criteria for a good plea in mitigation

Based on sentencing guidelines and advice from legal professionals discussed in Section 2.1, I have devised a set of general principles I want the finished plea in mitigation to hold (Hayler; Motor Lawyers Ltd; Sentencing Council, a, 2014, 2017, 2019). In addition to what was discussed in Section 2.1, the general principles include some points to avoid common mistakes made by GPT-3.5 Turbo. For example, I want to avoid the statement referring to its input; adding untrue information; or emphasizing that the defendant is representing themselves: the judge already knows that the defendant is self-representing, so it is redundant for the statement to mention this fact. I end up with the general principles shown in Figure 3.6.

There are a few things worth noting about these principles. Firstly, I have added a point about the desired length of the statement. It is important that the statement is long enough to properly explain the offense and the defendant’s personal circumstances. The input to the model is typically quite short, so I want the output to expand the information it gets in, without adding false information. The initial statement (Figure 3.2a), often contains some information that is not supported by the input story, and that should therefore be removed in later versions of the statement. Because some information will be removed, it seems reasonable that the initial statement should be even longer than the length of the desired final statement. I have therefore chosen to say that the initial statement should be at least four times as long as the input.

Secondly, there are two added points about not exaggerating emotions such as remorse. This is in contrast to the guidelines in Section 2.1, which state that genuine remorse is a mitigating factor. Because of this, one could argue that the output should always aim to show genuine remorse. But because of ethical considerations, we have chosen to aim for a statement that reflects the emotions portrayed in the input story. Without any mention of which emotions to portray in the output, GPT-3.5 Turbo tends to always add some feeling of deep remorse to the statement. This is why I have added two points specifically about not exaggerating emotions.

Lastly, I have defined mitigating age as younger than 30 and older than 79. The sentencing guidelines mention age as a mitigating factor when it affects the defendant’s responsibility in the offense or if the defendant’s youth implies that the defendant is immature, but they provide no specific numbers (Sentencing Council, a, 2019). This implies that they in fact...
### General Principles

<table>
<thead>
<tr>
<th>The statement should contain at least 4 times as many words as the input story. (see surrounding text for explanation).</th>
</tr>
</thead>
<tbody>
<tr>
<td>All information stated in the statement must be verifiable by looking at the input story.</td>
</tr>
<tr>
<td>The statement is coherent.</td>
</tr>
<tr>
<td>The statement is reasonable (for example, it does not contain two arguments that contradict each other).</td>
</tr>
<tr>
<td>The statement does not repeat itself in phrases or main points.</td>
</tr>
<tr>
<td>The statement briefly explains the offense and the defendant’s degree of involvement.</td>
</tr>
<tr>
<td>The statement is not overly remorseful/regretful (compared to the input story).</td>
</tr>
<tr>
<td>The emotions present in the statement do not go beyond the emotions implied by the input story.</td>
</tr>
<tr>
<td>The statement does not mention these principles OR the input story.</td>
</tr>
<tr>
<td>The statement does not mention that the defendant is self-representing.</td>
</tr>
<tr>
<td>The statement mentions that the defendant is pleading guilty.</td>
</tr>
<tr>
<td>If in correspondence with the input story (applicable), the following are mitigating factors that should be included (do not mention or imply them if not applicable):</td>
</tr>
<tr>
<td>Age outside of the interval 30-79</td>
</tr>
<tr>
<td>No criminal record</td>
</tr>
<tr>
<td>Crime caused by a great degree of provocation</td>
</tr>
<tr>
<td>Mental illness or disability that may have influenced the defendant in committing the crime</td>
</tr>
<tr>
<td>Actions taken (or willingness to take) in an attempt to make compensation for the harm to the victim</td>
</tr>
<tr>
<td>Actions taken (or willingness to take) to prevent committing the same offense again</td>
</tr>
<tr>
<td>Suffering the defendant has already gone through as a consequence of their crime</td>
</tr>
<tr>
<td>Any significant information that shows good character or contribution to society</td>
</tr>
</tbody>
</table>

Fig. 3.6 My general principles.

have no hard limit on youth or old age, but I have tried to set a reasonable limit to ease working with and evaluating this principle for a LM. In 2017, it was argued in a case in the UK that a sentence given to a man 81 years of age failed to properly consider his age as a mitigating factor (Doughty Street Chambers). I have therefore included 81 as an age with
mitigating weight and set the lower bound for old age to 79. The United Nations views youth as ages 15 to 24 but points out that this is no clear definition, and that other institutions use other ages (United Nations). I chose to round this up to 30. Then all together, my mitigating ages are up to 30 and older than 79.

This chapter has talked about how I have used background material to create a methodology for creating a plea in mitigation that satisfies several criteria. The chapter has introduced six different setups, namely Initial, Direct Refinement, Answer-Refine, Answer, Answer-Explain, and Discussion.
Chapter 4

Data, Prompt Engineering and Evaluation Method

This section will present additional details regarding the experimental setup. I will start by describing how I have made a new dataset containing pairs of input stories and statements and labeled it for whether Critiquing Principles are broken for these pairs. I will then discuss how I have generated the prompts given to the LLMs. Finally, I will describe how I have done evaluation of the experiments.

4.1 Data

I am not aware of any dataset containing statements for pleas in mitigation, so I have made a new dataset for my task. The data consists of 15 input stories, 281 statements, and 281 corresponding binary labels. This was later split into separate sets for training and validation. I will now describe each component of the dataset I have created.

4.1.1 Input stories

I chose to use input in the form of a story to send to the model, rather than some form of questionnaire. The thought behind this is that using the framework should feel more like a conversation with a chatbot than using a tool that should automatically provide you with your perfect statement. (More about this topic in Chapter 6).

The input stories are meant to be examples of what a defendant might write to a LLM when they want help with writing a plea in mitigation. Each story should contain all necessary information that our methods need to write a good statement: details about the crime, the defendant, and all the defendant’s mitigating factors. The active elicitation of this information
is however beyond the scope of this work, and is left for future work to look into (see Chapter 6). I have tried to make the input stories realistic and included a variety of different offenses, including some of the most common offenses in the UK (Sentencing Council, b). We have chosen to limit the scope to only look at cases where the defendant is pleading guilty for a single offense. In addition to varying the crime the defendant is charged with, I have varied the mitigating factors present in the case, and how these factors are presented (clearly or indirectly). All input stories are provided in Appendix A.1.1.

Language is also an important part of an input story, as a LLM is sensitive to language. We believe that using a tool for assistance in writing a plea in mitigation will be most useful to someone who lacks legal expertise, and who might struggle with writing good texts in general. I can therefore not expect the input stories to be very well-written, and I have tried to mimic this by using a quite unprofessional but still varied tone and language in the different stories.

I have made a total of 15 input stories. Ten of these will be used for evaluation, in the experiments in the next chapter, and the other five are used for training. I want the training set to include examples of principles being "broken both ways" in order to ensure some diversity and hopefully make the set more general. Most principles can be broken in two ways, for example, the principle concerning a defendant’s character is broken, both if a statement includes character-building information that is untrue, and if the statement fails to mention character-building information from the input story that is relevant. To achieve such diversity in breaking principles in the training dataset, I have based all input stories in the dataset on the 5 basis training stories, but some data points have added or subtracted information in the input story.

4.1.2 Statements

One input story has many different possible statements that can satisfy all the general and Critiquing Principles: one input does not have a specific target. This is the reason why we don’t want to train a model to go from an input story to some optimal final statement. Instead, we want to go from an input story to a good statement that satisfies our principles, but we don’t want to constrain the statement more than that. To get there, we use self-critique and Constitutional AI to critique and revise the statement until it is the way we want. What we need is therefore good critiques, that tell us when and possibly why a principle is broken. Because we will start with statements that are not perfect, and gradually move to better versions, the training dataset needs to mimic this. This is why the statements in my dataset
are not necessarily great from the start. Rather, they are examples of initial statements
generated as in Figure 3.2a, and revised statements that have been rewritten one or multiple
times, from different principles. In this way, the statements in the dataset should represent
statements that the Critiquer will later be asked to critique, so when I train the Critiquer
on this dataset, I am training it on data similar to what it will see at inference.

4.1.3 Labeling

One data point consists of one statement, the input story from which it was generated, one of
the Critiquing Principles, and a binary label indicating if that principle is broken or not for
the specific story-statement pair. In this way, one story-statement pair can result in multiple
data points because different principles are labeled. The dataset consists of some unique
story-statement pairs, some pairs that all principles have been evaluated on, and other pairs
that only some principles have been evaluated on. Because of this, it is not the case that every
sample consists of a unique input story-statement pair.

Manual annotations

Labeling of data points was initially done manually. These labels have not been checked
by anyone else, so there might be occasional mistakes in labeling. Also, it is not always
clear whether a principle is broken or not. For example, the Critiquing Principle concerning
not overemphasizing emotions: how different should the emotional tone be, or what does it
take to sufficiently change the emotional tone in order to break the principle? I chose to be
relatively accepting and did, for example, not count an extension from 'feeling remorseful’
to 'feeling extremely remorseful’ as overemphasizing. I did try to keep a firm line for this,
but other labelers might assign different labels. Figure 4.1 shows the distribution I ended up
with, concerning how many times each principle got a broken and satisfied label. We can
observe that there is approximately the same number of broken and satisfied principles. More
specifically, 149 input story-statement pairs were labeled as satisfying a principle, and 132
story-statement pairs were labeled as breaking a principle. This will hopefully help prevent
any biased against answering yes or no. I can however see a difference per principle, in
the distribution of broken or satisfied annotations (Figure 4.1). For example, the principles
concerning "irrelevant" information and previous criminal "record" have a larger proportion
of "not broken" annotations, whereas the principle concerning making "amends" has a larger
proportion of "broken" annotations. This imbalance is not ideal. There is also a difference in
how many samples there are of each principle, which might not be ideal.
Using GPT-4

As discussed in section 3.2 I want the Critiquer to be able to answer whether a principle is satisfied, explain that answer, and provide a discussion about the principle. My manual annotations provide data that can be used to learn whether a principle is satisfied or not, but they cannot be used to learn explanations or discussions. It would take a lot of time to make such data manually, so I have used GPT-4 to create a dataset of explanations and discussions. In addition to this, I have made binary labels using GPT-4, for comparison with my own labeled data.

I have used GPT-4 to generate data for answers, explanations and discussion. By just asking GPT-4 to answer whether a principle is satisfied or not, I observed quite different labels than my annotations: only 50% were the same, on 20 random samples from the training data. By asking GPT-4 to first provide an explanation and then giving an answer, the answers on the same 20 samples matched my annotations on 75% of the samples. Going through GPT-4’s explanations and answers, it does seem to catch small mistakes I made in my dataset, but it also misclassified some samples. This improved performance is likely a consequence of allowing the model to reason before giving it’s final answer, as in Chain-Of-Thought prompting (Wei et al., 2022). Because it seems like the best answers come from generating
an explanation first, I have used these answers as binary labels for a dataset in the same form as my manual annotations.

The data containing explanations (and answers) will be used to train Vicuna13 for an Answer-Explain setup as shown in Figure 3.4b, and the data containing discussion will be used in a Discussion setup shown in Figure 3.5. To create the dataset for discussion, I prompt GPT-4 to pull out relevant quotes from the input story and statement, and discuss the relevant principle based on the quotes, without specifically answering whether the principle is satisfied or not. After inspection of some samples, it seems to do a good job at extracting relevant quotes, but sometimes provides an answer rather than a discussion. The data containing only binary annotations will be used to train Vicuna for both the Answer-Revision setup and the Answer setup. I will then have separate models trained on the binary annotations GPT-4 made, and the ones I made.

### 4.2 Prompt Engineering

Language is important in the input stories, but also in all other prompts we pass to the LMs. The phrasing and contents of a prompt are essential in many important parts of the framework, like CRs, ERs, and RR. I have done discrete prompt engineering, and not looked at continuous prompt tuning (Li and Liang, 2021).

This work does not aim to study prompt engineering, so even though it is an important part of my work, it has not been my main focus. I have spent time to see that my models seem to have an understanding of what my prompts ask or want, but I have not sought to optimise any of them. Therefore, when I say here that a prompt "seemed to work", I mean that the model seemed to understand what I wanted to achieve or look at with the prompt: not necessarily that it provided the correct answer. An example of this can be found in the Appendix (Figure A.14).

There is a jungle of tips and tricks for prompt engineering available online, but I have mainly stuck to established well-researched methods. However, prompt engineering seems to require a bit of creativity as well, so the final prompts have also been affected by trial and error. Appendix A.1.3 contains most of the prompts I have used in this work.

In general, empirical research by Mishra et al. (2021) shows that reframing a prompt to use low-level words that don’t require much background knowledge and breaking down a task into simpler subtasks, can improve the response from a LLM. They also pointed out that using bullet points for descriptive attributes can lead to a boost in performance. I have followed these tips by in general trying to formulate my prompts as easy and efficiently as
possible, being straight-to-the-point with what I want. My language in the prompts is normally quite basic, and for words that might require some more knowledge to fully understand, I provide examples of what that word can mean (e.g. exemplifying self-improvement). The only exception to this is when I ask GPT-3.5 Turbo to generate an initial statement for a plea in mitigation. GPT-3.5 Turbo seems to have sufficient background knowledge about what a plea in mitigation is, because it has no trouble writing a statement in the correct format. Our task is already split into simpler tasks in most setups, by splitting the question "Does this statement break any principles?" into the simpler question "Does this statement break this specific principle?". I also found it useful to split some of the CRs into sub-questions before asking the Critiquer to answer the full question (but all in the same prompt). For example in the CR concerning age:

*If the statement mentions the defendant's age: is that age either in the interval 30-79, or is the age different to the age mentioned in the input story? If the defendant's age is not mentioned in the statement: is the defendant's age less than 30 or older than 79 according to the input story?*

This was helpful when using GPT-4 as my Critiquer, but seemed to make the smaller LLM Vicuna a bit confused (Figure A.15). In general, I observed that Vicuna and GPT-4 benefitted from different types of prompts. It was also noted in e.g. Kojima et al. (2022) that prompts that work well for very large LMs don't necessarily work well for smaller LLMs. The general trend I observed was that Vicuna needed concise, shorter prompts, whereas GPT-4 benefited from more elaborate prompts that allowed me to be more specific. Because of this difference, I devised one set of CRs I used when my Critiquer was GPT-4, and another set of CRs for when Vicuna was the Critiquer.

Another conscious choice to improve my prompts, was to enter my descriptive general principles as a list with bullet points, and to use bullet points in the automatic evaluation of a statement (see Section 4.3). This all led to prompts where the output seemed to better match my intentions.

Chain-Of-Thought (COT) prompting has been shown to improve the output for LLMs on complex tasks (Wei et al., 2022). It works simply by adding a phrase like "Let's think step by step" at the end of a prompt. This helps the model reason about the task, and it has been shown that a model is more likely to end up with the correct answer because of it (Kojima et al., 2022). COT prompting allows the model to first generate relevant information about its task, that might not be clearly stated in the original prompt. The model might then draw intermediate conclusions before it provides a final answer to the question.

I have used COT prompting with "Let’s think step by step" in my ERs, where I want exactly
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the type of answer that a COT prompt typically provides: a step-by-step explanation leading to a final answer.

But I have also used the idea behind COT prompting other places. Firstly, for the Answer-Explanation setup (3.4b), I ask the model to think about the question step-by-step, and provide its final answer at the end of the response. This seemed to achieve better final answers than asking for the answer first, and an explanation later, as I also noted when generating GPT-4 data in Section 4.1.3. Secondly, I prompt the discussion output in the Discussion-setup (Figure 3.5) to also think step by step, and include relevant quotes. The idea behind this, is that it could work similarly to a COT prompt, just without the final answer. In this way, the writer would have an easier job in determining first if the principle is broken, and second why/where it is broken.

However, as Kojima et al. (2022) mentioned, COT prompting does not have the same positive effect on smaller models. I did not observe any harm by including it in the Answer-Explain setup (Figure 3.4b), but also did not see a positive effect from it when using Vicuna.

A challenge that arose with all models, was a confusion about what is stated in the statement compared to what is stated in the input story. The story and statement are separated in the input by "###", which is a standard separation token for Vicuna, and is also recommended as a separation token for GPT-3 models (Shieh, 2023). But the models still appeared to be a bit confused. Adding the sentence "Make sure to think carefully about what is said in the input story VS what is said in the statement." seemed to improve the problem, but I still observed instances of confusion between content in the input story and the statement.

Most of the prompts I used can be found in Appendix A.1.

4.3 Evaluation method

The main objective of this work is to get good final statements for a plea in mitigation. I therefore want to do evaluation on the final statements when using the different models and setups described so far.

Akyürek et al. (2023) evaluated the final output, and used the average of some standard metrics: ROUGE -1, -2, and -L to compute evaluation scores for the final output (Lin and Och, 2004). To use such standard metrics for evaluation, you compare the model output to the target output. Because there is a very large set of optimal statements for a given input story, and this set is highly varied, simplistic metrics like ROUGE will likely not be able to capture the important nuances that decide if the principles I want to enforce are satisfied or broken. It does therefore make more sense to have some sort of evaluation where I penalize
the statement for each Critiquing Principle that is broken in the final statement. This would be very tedious to do by hand, as I have later evaluated a total of 530 statements. I have instead made an automatic evaluation system using GPT-4.

The GPT-4 auto evaluation takes in an input story and a statement, and is given a list of assertions corresponding to each Critiquing Principle. It is then asked to go through each assertion and decide if the story-statement pair satisfies or breaks each principle. The exact formulation of these assertions can be seen in the Appendix (Figure A.12). To see how well this automatic evaluation might perform at inference time, I tested it on 20 random samples from the training data. Each sample was tested on all 13 Critiquing Principles, resulting in a total of 260 tested principles for this small initial evaluation. For each broken principle, I added one penalty point to the current story-statement pair. Compared to my annotations, the evaluation done by GPT-4 was typically very close to mine. 50% of the story-statement pairs were given the same number of penalties as I assigned to them, and 45% of the pairs were only 1 penalty point away from my annotations. This means that there was only one sample where the auto evaluation was further away from my annotations, at which point it assigned 2 penalty points less to the story-statement pair than what I assigned. I have considered this to be good enough that I can use it as an indication of the true quality of the statements, even if it is slightly noisy. A closer look at which principles are considered broken showed that the automatic evaluation usually catches the same principles as my annotations, but it does sometimes mix up which principles are broken. The most common principles it failed to classify as broken were "amends" (5 times), and the principle concerning "self-improvement and prevention of future crime" (4 times). The most common principles it falsely identified as broken were the principles concerning "emotions", "character", and "hallucination" (3 times each).

The test samples from the dataset ranged from one to six penalty points according to my annotations, and from one to seven in the evaluation done by GPT-4. The maximum number of penalty points possible to get is 13, due to the 13 Critiquing Principles. To ensure relatively consistent results, I used a very low temperature in GPT-4. I also attempted to use GPT-3.5 Turbo for this automatic evaluation, but I observed worse results both with respect to the number of penalties and which principles were broken, so I did not investigate further.

In this chapter, I have discussed some properties of my dataset and how it was generated. Most importantly, each sample in the dataset consists of an input story, a statement, and a label. There are different types of labels, but they all say something about whether the
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input story-statement pair seems to satisfy or break a specific Critiquing Principle. There are three types of labels: binary yes/no, yes/no labels with an explanation, and a pure discussion without a yes/no answer. The chapter has also described how I have generated the prompts I have used, as well as the evaluation method I have used to evaluate statements. The most important thing to note here is that I assign each statement a score between 0-13, where a higher score indicates a worse statement.
Chapter 5

Results

This chapter will show the results of using the methodologies presented in Section 3.2.

5.1 Fine-tuning Vicuna

I will begin by discussing the fine-tuning of Vicuna13. For all fine-tuning I have consistently used a validation set size of 50 (randomly picked samples from the dataset, but using the same seed every time), and constant LoRA hyperparameters $r=8$, $\alpha=16$, dropout=0.05, as these seem to be recommended in the Vicuna GitHub repository (Zheng et al., 2023). Also following the recommended default in this repository, I only applied LoRA weights to the query and value vectors in the attention layers.

In both the setups Answer-Refine (3.1), and Answer (3.4a), the task of the Critiquer is precisely the same: provide a yes/no answer to whether a principle is broken or not. Hence, the two setups use the exact same Critiquer (either GPT-4 or Vicuna). For Vicuna, the model was trained on data with binary labels (yes or no). I had two possible datasets for this: my own annotations, and GPT-4 annotations (as discussed in Section 4.1). I trained one model on my annotations, and another model on GPT-4’s annotations. The training curves are shown in Figure 5.1.

For the Answer-Explain setup, the Critiquer needs to provide both an explanation and an answer, so I trained on the GPT-4 data providing this. The Discussion setup needs the Critiquer to provide discussions, so I trained on the dataset where GPT-4 has provided discussions. The training curves for Vicuna used for Answer-Explain and Discuss are shown in Figure 5.2.
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Fig. 5.1 Training curves for the training set and validation set, training Vicuna13 on data with yes/no answers. The top plot is training on my annotations, and the bottom plot is training on GPT-4’s annotations.

I tested a variety of hyperparameters, but achieved the lowest loss on the validation set with the following hyperparameters:

Vicuna13 trained on my yes/no annotations: learning rate = 8e-4, linear lr scheduler, 5 warmup steps, epochs=3, batch size = 1, 4 gradient accumulation steps.
Vicuna13 trained on GPT-4’s yes/no annotations: learning rate = 8e-4, linear lr scheduler, 5 warmup steps, epochs=5, batch size = 1, 4 gradient accumulation steps.
Vicuna13 trained on GPT-4’s explanation+yes/no: learning rate = 8e-5, linear lr scheduler, 5 warmup steps, epochs=6, batch size = 1, 4 gradient accumulation steps.
Vicuna13 trained on GPT-4’s discussion: learning rate = 8e-5, linear lr scheduler, 5 warmup steps, epochs=6, batch size = 1, 4 gradient accumulation steps.

I trained using the HuggingFace Trainer, with the standard Cross-Entropy loss, and Adam optimizer. As we can see from Figure 5.1 and 5.2, the loss goes down on both the training set and validation set, so the models are learning something. Validation loss and training loss are relatively similar and the validation loss does not increase, so there is no sign of overfitting.
5.2 Basic evaluation of all setups

First, I have tested all setups by doing inference and evaluation on 20 samples: 2 times for each of the ten test input stories, for each setup. Each setup ran one loop through all principles before I evaluated the resulting statement (except for the Initial setup where there are no revisions). I also chose to allow a maximum of three revisions per principle per loop for the setups that require the Critiquer to say that a principle is satisfied before moving on to the next principle. This was because I observed that some setups got "stuck" on one principle, claiming it was not satisfied, possibly giving an irrelevant reason. When the revision did not revise what triggered the response from the Critiquer, this led to very long, unnecessary sequences of revisions that often appeared to do more harm than good to the statement. I have used this limit for all evaluations in this work.

Table 5.1 shows the results of this evaluation. The rows in Table 5.1 represents different LLMs used as the Critiquer, and the columns represent the different setups from section 3.2. The numbers show the Average number of penalties given to the Critiquer-setup combination, with the Standard Error (SE) shown inside the parentheses.

I have chosen to use the average number of penalties, as well as the Standard Error (SE) of the penalties, to discuss these results. The SE tells how accurate the estimation of the
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Table 5.1 This table shows results for all combinations of setup and Critiquer model (untuned / trained on the different datasets from 4.1). The subscript next to Vicuna indicates if the Critiquer was trained on annotations made by me or by GPT-4. The numbers show the Average number of penalties given to the Critiquer-setup combination, with the Standard Error (SE) shown inside the parentheses. The bold numbers indicate the configurations I have investigated further.

<table>
<thead>
<tr>
<th>Critiquer</th>
<th>Setup</th>
<th>Answer-Rewrite</th>
<th>Answer</th>
<th>Answer-Explain</th>
<th>Discuss</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4</td>
<td>2.6 (0.43)</td>
<td><strong>2.45</strong> (0.42)</td>
<td><strong>1.7</strong> (0.37)</td>
<td><strong>2.35</strong> (0.34)</td>
<td></td>
</tr>
<tr>
<td>Vicuna13</td>
<td>3.4 (0.25)</td>
<td><strong>2.65</strong> (0.39)</td>
<td>3.1 (0.39)</td>
<td><strong>2.75</strong> (0.39)</td>
<td></td>
</tr>
<tr>
<td>Vicuna13\textsubscript{GPT4}</td>
<td>2.9 (0.36)</td>
<td><strong>3.05</strong> (0.49)</td>
<td>2.85 (0.43)</td>
<td><strong>3.45</strong> (0.43)</td>
<td></td>
</tr>
<tr>
<td>Vicuna13\textsubscript{mine}</td>
<td>2.7 (0.32)</td>
<td><strong>2.75</strong> (0.45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td><strong>3.35</strong> (0.36)</td>
<td><strong>2.35</strong> (0.26)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The best-performing configuration in Table 5.1 is the GPT-4 Critiquer using the Answer-Explain setup, by a quite large margin (larger than 1SE). The marginally worst configuration is the fine-tuned Vicuna trained on discussion data. All configurations have achieved a mean number of penalties in the range of 1.7 to 3.45.

Comparing the results of Vicuna to its fine-tuned versions, I note that there does not seem to be much improvement. I know from the learning curves presented above that the fine-tuned models have indeed learned something, as the validation loss decreases, but this learning did not make a significant impact on the final results. There are several possible reasons for this. Firstly, because the validation- and training datasets consist of the same number of limited input stories, and statements, whereas the input stories and statements I test on are different. Therefore, the reduced loss on the validation set I observed in Figure 1

\[\text{For a normal distribution with independent samples drawn from it, I could have used the SE to make a confidence interval for each mean (typically } \pm 1.96 \text{ SE), but since this is not the case for my samples, I have not done that here. Looking at } \pm 2 \text{ SE, no results in Table 5.1 are that far from all other means, so I use } \pm 1 \text{ SE instead.}\]
Fig. 5.3 Two examples of bad discussions provided by the fine-tuned Vicuna13. It shows two examples of relevant sections in a statement, and the critique Vicuna provided for the statement is shown below. Both examples are based on Jack Palmer’s input story. The top example shows that the statement adds untrue information by claiming Jack has done voluntary work, and the critique below fails to include that as a relevant quote, and concludes that the statement does not add untrue information.

The bottom example is somewhat similar, showing that the statement says that the defendant has a clean record with the exception of a speeding ticket. However, the discussion provided by Vicuna fails to pick out the relevant quote, and ends up with the conclusion that the statement implies that the defendant does not have a clean record.
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5.1 might be more strongly correlated to the reduction in loss on the training set than what it would be for the test samples. I can therefore not expect a performance gain as strong as indicated by the validation set. Secondly, the Standard Errors are high, so it is still possible that the fine-tuned models are better than the original Vicuna.

Thirdly, Gudibande et al. (2023) claim that training smaller LLMs on data generated from larger LLMs will mostly make the smaller model learn the style of the output from the larger model, but not increase factual accuracy. This coincides with some of my observations: Vicuna trained on Discussions seems to learn the appropriate form of extracting quotes from the input story and statement, followed by a discussion, but the actual quotes picked, are sometimes irrelevant. Two examples of this are shown in Figure 5.3. This is comparable to what Gudibande et al. (2023) speaks of as factual accuracy, and is a possible reason why Vicuna tuned on discussion data from GPT-4 appears to have a higher value for mean number of penalty points: more than 1SE above the estimated mean value of the original Vicuna. Gudibande et al. (2023) also noted that fine-tuning sometimes could worsen performance.

The Answer-Explain setup has a slightly lower mean than the original Vicuna, but cannot be assumed to have an improved performance. In this setup, I rely on a yes/no answer in the critique to be able to decide if the statement should be revised or not. Vicuna sometimes fails to provide this format, as exemplified in Figure 5.4. When this happens, I have chosen to interpret this as a principle not being broken, to not risk sending an explanation of why a principle is satisfied into revision. The Vicuna tuned on explanation-answer data (including the word yes or no), has fewer instances of producing answers in an unwanted format. But from my observations, the quality of the explanations themselves seems similar to those of the original Vicuna. This also coincides with observations from Gudibande et al. (2023), as tuning Vicuna here has led to an improvement in the style of the answer, but maybe not the factual quality. The improved style might slightly improve the overall performance of the configuration, but without better quality in the explanation, this is a possible explanation for why this configuration did not achieve results more similar to GPT-4 on Answer-Explain.

Overall, I note that all average numbers of penalties (±1 SE) are above 1 and below 4 (see Table 5.1). Out of 13 possible penalties, this is not very high, but it is also not very close to 0. To do further analysis, I have picked out a subset of the configurations to perform more inference and evaluation on. These configurations are those marked in bold in Table 5.1. The configurations are chosen because I want to do further comparison of how the methods have or have not improved on the baselines: Initial and DR. I also want to further explore the configuration that appears to be the best one overall: GPT-4 on Answer-Explain. In addition, I want to compare the different Critique Rs on the same setup. For this, I have chosen the setup where using GPT-4 and an untuned Vicuna had the closest number of average penalties,
Fig. 5.4 Two examples of Vicuna producing answers in an unwanted format in the Answer-Explain setup (not starting or ending with yes or no).

as this is where I had most hope of Vicuna being as good as or possibly better than GPT-4: this is at the Answer setup. To further investigate this, I will consider all four configurations for the Answer-setup.

5.3 Further analysis

Now considering my seven chosen configurations, I have evaluated these on 50 samples in Table 5.2 and 5.3. In Table 5.2, each column represents a configuration (combination of setup and Critiquer). In particular, it shows my two baseline setups, and the best-performing configuration: GPT-4 Critiquer using Answer-Explain. Each row in the table corresponds to one input story, except for the bottom row which shows statistics over all input stories combined. In addition to looking at the updated estimated mean and SE of the configurations, I look at statistics for each input story. In particular, I look at the mean number of penalties and the difference between the highest and lowest number of penalties scored for each input story in each setup.

From Table 5.2, I note that the best configuration achieves an average number of penalty points of 1.56, and the worst performing configuration has an average of 3.38.
Table 5.2 shows the two baseline setups: Initial and Direct Refinement, compared to what appeared to be the best performing configuration in Table 5.1: GPT-4 and Answer-Explain. Each configuration is evaluated over 50 samples: five times for each input story. The table shows the mean number of penalties given to each input story for each setup, and the difference between the highest and lowest scoring penalties for that input story and configuration. The bottom part shows the mean number of penalties and SE over all input stories, for that configuration.

<table>
<thead>
<tr>
<th>Input story</th>
<th>Initial(_{50})</th>
<th>DR(_{50})</th>
<th>GPT-4 AE(_{50})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>diff</td>
<td>mean</td>
</tr>
<tr>
<td>Jack</td>
<td>5.8</td>
<td>2</td>
<td>2.8</td>
</tr>
<tr>
<td>Charlotte</td>
<td>4.0</td>
<td>2</td>
<td>2.8</td>
</tr>
<tr>
<td>Robert</td>
<td>3.8</td>
<td>6</td>
<td>3.0</td>
</tr>
<tr>
<td>Aleksander</td>
<td>3.8</td>
<td>4</td>
<td>2.8</td>
</tr>
<tr>
<td>David</td>
<td>3.8</td>
<td>1</td>
<td>3.2</td>
</tr>
<tr>
<td>Paul</td>
<td>3.4</td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>Olivia</td>
<td>3.2</td>
<td>5</td>
<td>2.4</td>
</tr>
<tr>
<td>Melissa</td>
<td>3.0</td>
<td>6</td>
<td>1.6</td>
</tr>
<tr>
<td>Lauren</td>
<td>2.2</td>
<td>5</td>
<td>2.0</td>
</tr>
<tr>
<td>Chloe</td>
<td>0.8</td>
<td>3</td>
<td>2.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>SE</th>
<th>mean</th>
<th>SE</th>
<th>mean</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.38</td>
<td>0.27</td>
<td>2.6</td>
<td>0.17</td>
<td>1.56</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Looking at the Initial column, I see that some input stories seem to be more difficult to make initial statements for than others. The average number of penalties given to each story’s initial statement ranges from 5.8 to 0.8, as an average of five on each story. This difference between difficult/easy stories causes uncertainty around the mean value, especially in the Initial setup. Looking at the difference between what seems to be the most difficult input story: Jack Palmer, and the easiest input story: Chloe Mills, there are some clear differences (all input stories are provided in Appendix A.1.1). Jack’s story does not include many mitigating factors, and even though he has a clear record, the factor is complicated by a speeding ticket. Chloe’s story, on the other hand, includes several mitigating factors, as well as a longer description of the crime. This indicates that it’s easier to produce good statements for input stories that provide more information and more mitigating factors. By qualitative inspection, this appears to be the case because without much information, the writer tends to invent untrue mitigating factors, resulting in multiple broken principles. There is also variance in how many penalties are given to the same story, using the same setup. This also causes a higher SE, and shows that the Initial setup does not reliably produce statements of any...
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quality.
Secondly I look at the DR setup. Here, the highest average penalty for a story is 3.2: lower than for the initial setup. There seems to be less separation between "difficult" and "easy" input stories, resulting in a lower SE than for the initial setup. However, there is still variation between the number of penalties given the final statement for each run on the same input story, although this variation appears to be slightly lower than in the Initial setup. Combined, this causes the overall SE for DR to be much lower than for the Initial setup. The mean number of penalties per statement is also lower, providing more confidence to the hypothesis that the DR setup provides better statements than the initial setup. Hence, the Revision Requests (RRs) appear to be a helpful part of the setup.

Third, I look at using GPT-4 as a Critiquer in the Answer-Explain setup. Notice that the number of penalties is reduced to a maximum of 2.2 for all input stories. This indicates that this configuration does equally well on most input stories, independent of how “difficult” they may be. There is still variance in the number of penalties given to each story using the same setup, varying at most with 5 penalty points for Robert’s input story. So even though this configuration on average provides relatively good statements, it is not 100% reliable. GPT-4 using Answer-Explain achieves an average of 1.56 penalty points per statement, and a relatively low SE of 0.2, meaning the true average is quite likely to be below 2. This also means that the average number of penalties for GPT-4 on Answer-explain is further than 5 Standard Errors away from the DR setup, indicating that this is a significant improvement. Overall, it seems like the DR setup improves the initial statements, but the GPT-4 Answer-Explain configuration improves the initial statements the most. After evaluating 50 samples on these three configurations, they are all separated by far more than ±1SE, which implies that the methodology used indeed makes a difference on the final statements.

Table 5.3 shows the evaluation done on the remaining four setups I decided to further investigate. The columns represent different Critiquers used in the Answer setup, and each row corresponds to one input story (except for the bottom row which shows statistics over all input stories combined). Also in this Table, I consider the metrics of mean number of penalty points per input story and for each configuration overall; the Standard Error for each configuration; and the difference in penalty points between the highest and lowest scoring run for each input story in each configuration. The table shows that GPT-4 achieves the best performance in the Answer setup, with a mean of 2.2 penalty points. The fine-tuned Vicuna models have the worst mean values at 3.14 and 3.16 penalty points per statement.

First, I look at using GPT-4 as the Critiquer in the answer setup. I note that this configuration seems to do better at the same input stories that the Initial setup seemed to think
### Table 5.3 Comparing different Critiquer models in the Answer-setup

All configurations have been evaluated on 50 samples: five samples for each input story. As Table 5.2, I show the mean number of penalties given to statements for each input story for each configuration and the difference between the highest and lowest penalties given to that input story and configuration. The bottom line shows the updated mean number of penalties, and the SE, for each configuration over all input stories.

<table>
<thead>
<tr>
<th>Input story</th>
<th>GPT − 4 A&lt;sub&gt;.50&lt;/sub&gt;</th>
<th>Vicuna A&lt;sub&gt;.50&lt;/sub&gt;</th>
<th>Vicuna A&lt;sub&gt;_mine.50&lt;/sub&gt;</th>
<th>Vicuna A&lt;sub&gt;GPT − 4.50&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>diff</td>
<td>mean</td>
<td>diff</td>
</tr>
<tr>
<td>Jack</td>
<td>3.6</td>
<td>3</td>
<td>4.2</td>
<td>3</td>
</tr>
<tr>
<td>Charlotte</td>
<td>2.6</td>
<td>3</td>
<td>2.4</td>
<td>4</td>
</tr>
<tr>
<td>Robert</td>
<td>3.2</td>
<td>4</td>
<td>3.2</td>
<td>6</td>
</tr>
<tr>
<td>Aleksander</td>
<td>3.4</td>
<td>1</td>
<td>3.6</td>
<td>2</td>
</tr>
<tr>
<td>David</td>
<td>0.8</td>
<td>1</td>
<td>2.2</td>
<td>5</td>
</tr>
<tr>
<td>Paul</td>
<td>4.2</td>
<td>4</td>
<td>3.6</td>
<td>2</td>
</tr>
<tr>
<td>Olivia</td>
<td>1.0</td>
<td>2</td>
<td>3.4</td>
<td>6</td>
</tr>
<tr>
<td>Melissa</td>
<td>0.0</td>
<td>0</td>
<td>3.2</td>
<td>3</td>
</tr>
<tr>
<td>Lauren</td>
<td>1.0</td>
<td>2</td>
<td>1.4</td>
<td>3</td>
</tr>
<tr>
<td>Chloe</td>
<td>1.4</td>
<td>4</td>
<td>3.4</td>
<td>4</td>
</tr>
<tr>
<td>mean</td>
<td>2.20</td>
<td>0.33</td>
<td>3.06</td>
<td>0.24</td>
</tr>
</tbody>
</table>
were "easy". One reason for this might be that the GPT-4 Critiquer in this Answer-setup does very little to no revision of the initial statements. On average, this GPT-4 configuration answers that a principle is broken 1.44 times during one loop through all principles. With so few revisions, it is not a surprise that the results are quite similar. In contrast, GPT-4 using the Answer-Explain setup rewrites a statement on average 3.86 times in one loop through all statements. Despite the low number of revisions, GPT-4 on this Answer setup achieves a mean number of penalties of 2.2. It is more than 1SE better than the DR setup, which revises 13 times. This indicates that there is a lot of value in the explanations given to the Writer before revision, and that more revisions do not always result in a better final statement. The configuration gets a quite high SE, as a result of variance in penalties both between input stories and between runs of the same input story.

Second, I look at Vicuna and it’s fine-tuned versions. The mean number of penalties is very similar for the original and fine-tuned versions. One possible explanation for this is that the Critiquer component in the Answer setup is not very significant. The difference between using GPT-4 versus the original Vicuna is much smaller here compared to the Answer-Explain setup, implying that the critique in the Answer setup might not be of as much significance. Because of this, even though the yes/no answers in the fine-tuned versions of Vicuna might be better than the original, this will not automatically result in a lower average number of penalty points. However, some of this smaller gap between the Critiqueurs might also be because GPT-4 benefits from Chain-Of-Thought (COT) prompting in the Answer-Explain setup, and not in the Answer setup. A smaller model like Vicuna13 does likely not benefit from COT prompting at any point (Kojima et al., 2022). But the fine-tuned models have learned something, as we again can see from Figure 5.1. Part of what it has learnt is the form of the desired output: only "yes" or "no". The original Vicuna model often answers yes or no first, but continues to try to add more words after that, as seen in Figure 5.5. The fine-tuned models don’t do much of this: they almost always answer only yes or no, as seen in the training data. This again relates to the claim by Gudibande et al. (2023) that small models like Vicuna don’t necessarily learn factual accuracy from fine-tuning, but more so the desired style of the output. Perhaps this is also related to the difficulty of the task to be done, which even state-of-the-art GPT-4 is not perfect on.

Overall, none of these Answer configurations are close to the performance of GPT-4 using Answer-Explain. The Answer-setup configurations also show variance between runs using the same configuration and input story, but generally achieve higher penalties from the automatic evaluation (Section 4.3).
Fig. 5.5 This is an example showing that Vicuna often answers more than only "yes" or "no" as a critique in the Answer-setup.

To better visualize the results in this section, the average number of penalties given to the two baselines (Initial, DR), the best configuration (GPT-4 using Answer-Explain), and the best configuration using Vicuna (Answer, non-tuned) are shown in Figure 5.6. Looking at this Figure, it is clear to see that GPT-4 Answer-Explain is the superior setup on most input stories, and performs quite evenly over the input stories. Vicuna Answer and DR also usually improve on the initial statements, but the improvement is not as clear for Vicuna Answer.

Another general observation worth mentioning, is the faults of the Writer. In this work, I have focused on improving the Critiquer of the methods, but in doing so, I have also observed the performance of the Writer. One challenge I had, was getting the Writer to do revision only where it was told to revise. Sometimes, the revision would change a part of a statement that did not need to change, resulting in breaking a principle that was not initially broken. Another challenge was to get good explanations from the Explanation Requests (ERs). From time to time, the explanations could contradict the decision of the
Fig. 5.6 Average number of penalties given to different input stories (on the x-axis) and a selection of configurations (colors). Most configurations improve on the Initial setup.

Critiquer that a principle is broken, and instead argue for why it is not broken. Other times, the explanations did not correctly identify what caused a principle to be broken, or claim that something was stated in the input story or statement, even if that was not true. Tuning my input prompts (Section 4.2) helped in reducing the size of these issues, but they also occurred sometimes after prompt tuning.

This chapter has shown results of evaluating the setups introduced in Section 3.2. Generally, it has shown that GPT-4 appears to be the best model for the Critiquer in all configurations I tried. The fine-tuning of Vicuna mostly led to better models in some respect (style of output), but this did not always result in lower penalty scores. Most configurations improved on the initial statement, and GPT-4 in the Answer-Explain setup showed the most improvement.
Chapter 6

Discussion and Future work

In this chapter I will further discuss some of the results from Section 5.3 by looking at it from a higher level. I will then discuss the potential of further research on the task of writing a plea in mitigation. Lastly, I will give a brief conclusion on this work.

The best configuration in Section 5 achieved an average of 1.56 penalty points for a final statement. Even though this is a big improvement compared to some baselines, it is still not below 1, which could have possibly been considered low enough to be reliable in this setting. Even the best configuration achieved a quite varied number of penalty points from the same input, further adding to the conclusion that the best method is still not reliable enough to deploy.

Although I cannot conclude that these methods are reliable yet, they show promise that they can become reliable in the future. One thing is that using a different writer to explain, revise and produce an initial statement might have led to improved overall performance. Perhaps for example GPT-4 would be able to better perform these tasks. Another thing that might positively influence this method is trying more different setups. For example, I did not try to do multiple loops of each configuration or to loop until total satisfaction. It is also worth considering that new LLMs are released at a rapid pace, and a new model might have qualities more suitable to this task than the models I have used here. In addition, as with most data-driven problems these days, the results might have been better if there existed more high-quality data, or just more data in general. Then, there is a chance that the fine-tuning of Vicuna would have given better results.

I have used the autoevaluation method described in Section 4.3 to attain the results. Because this evaluation is not 100% accurate, my results are not 100% accurate either. If
results at some point seem good enough to deploy, they should first be evaluated in a better way, and in cooperation with legal professionals.

There are however multiple things to consider before something like this could be deployed. We see a chatbot as a possible destination for this task, where a user can input their details, and the chatbot can suggest a reliable plea in mitigation based on the user’s input. I have assumed that my input stories contain all relevant information about a defendant and their case. However, in a conversation with a chatbot, someone who is not familiar with the law is unlikely to know what sort of information they need to include. The chatbot would therefore need to do knowledge elicitation in order to find out what information is possibly missing from the input, and ask the user to provide this input before suggesting a statement. If such a chatbot is released, it has the potential to help many people get access to potentially free legal aid, but there are probably also other consequences of releasing such a chatbot, so there would need to be a rigorous ethical evaluation before ever deploying it.

In this work, I have looked at the task of writing a statement for a plea in mitigation. I have defined a set of principles that a statement should satisfy, and introduced several new methodologies explaining how one might achieve a statement satisfying such principles. I have introduced a new dataset containing statements, input stories and labels connected to different principles, and made an automatic evaluation strategy of statements. I have also evaluated 16 different configurations on the task, and discussed why some configurations perform better than others. Fine-tuning a smaller model did not work as well as using a pre-trained larger LM. The best-performing configuration used GPT-4 to explain why a statement was breaking or not breaking a specific principle. I achieved an average on 1.56 penalty points per statement using this configuration, but I didn’t consider this to be good enough, or reliable enough for deployment. Finally, I have discussed how one can build on this work, doing further research on this task.
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Appendix A

A.1 Data and Prompts

A.1.1 Input stories
Fig. A.1 The five input stories used to generate training data.
A.1 Data and Prompts

Fig. A.2 First five input stories used for evaluation.
A.1 Data and Prompts

Fig. A.3 Last five input stories used for evaluation.

My name is David Lambert, I am 55 years old and have no criminal record, other than the fact that I was disqualified from driving 2 months ago, due to four speeding incidents. I now plead guilty to driving whilst disqualified. I somehow didn’t think about the fact that I couldn’t drive, so I got in the car and drove to a supermarket. I am really embarrassed that I let this happen, and sorry that I didn’t act according to the court’s previous order. If I can somehow make amends or improve myself (take a course or something maybe), I’ll gladly do that.

My name is Olivia Jones and I have stolen 1000 pounds from the cash register at the cafe where I used to work. I only took 10-20 pounds each week so I thought no one would notice. I would like to apologize to my former boss for abusing her trust, and I would eventually like to pay her back even though I don’t have enough money for that right now after losing this job. I’m 25 years old and have no other criminal record.

I am Lauren Dixon, 41 years old and want to plead guilty to TV licence payment evasion. I must stress that this was not intentional – I thought the bill was paid! But in reality, I had 8 months of unlicensed use. As soon as I realised my mistake, I paid for a licence properly. I have no previous criminal record, and I am ready to do whatever it takes to make this situation right.

Hi, my name is Melissa Cox, and I tried to shoplift a dress worth about 2000 pounds. I really wanted a nice dress for prom, but I knew I couldn’t afford it. I am sorry about it and do regret it. I’m 18 years old, a first-time offender, and really want to study to become a nurse after high school, so I would really do anything to make up for this.

My name is Chloe Milis, I’m 24 years old, and pleading guilty to the offense of affray. I had just found out that my boyfriend cheated on me, so I went up to the bar I know he was at with his friends and threatened to get a gun and shoot him if he did not tell me the name of the other girl. Of course, I don’t own a gun or have any way of obtaining one, but he did not know that I did slap him in the face but I did no more harm than that. I believe I was in the bar yelling at him for about 15 minutes before I went home. I am truly sorry for scaring everyone else in the bar at the time, and I realise I should have handled the situation in a better way. I have no criminal record and already go to therapy once a week to work on myself.
A.1 Data and Prompts

A.1.2 Example statements

**Input story**

My name is Ronald Smith and I hit a guy. I am 32 years old and have never done anything like this. I had been drinking with some friends and then this guy said something very rude to my friend, so I got really angry and lost control for a moment.

**Vicuna13 Statement**

Your honor, I am Ronald Smith and I am here today to express my deep regret for my actions. I understand that what I did was wrong and I take full responsibility for my actions. On the day in question, I had been out with some friends and had been drinking. I am not normally a violent person and I have never been in trouble with the law before. However, on that day, something happened that made me lose control. The man who I hit had said something very rude to my friend and I was extremely angry. In the heat of the moment, I acted in a way that I deeply regret. I understand that what I did was not acceptable and I am truly sorry for my actions. I have never been in a situation like this before and I am aware that what I did was a crime. I have always tried to be a law-abiding citizen and I am deeply ashamed of what I did. I have been working with the authorities and I am willing to do whatever it takes to make amends for my actions.

**GPT-3.5 Turbo Statement**

Your Honor, I, Ronald Smith, plead guilty to the offense of assaulting another individual. I understand the seriousness of my actions and take full responsibility for them. On the night in question, I had been socializing and consuming alcohol with some friends. Regrettably, a situation arose where an individual directed a rude comment towards one of my close friends. The comment triggered a sudden surge of anger and I momentarily lost control of my emotions, resulting in me physically striking the individual. While I am deeply remorseful for my actions, it is important to acknowledge that this incident was an isolated event in my life. At 32 years old, I have never before engaged in any form of violent behavior or confronted such a situation. My lack of a criminal record stands as a testament to my otherwise law-abiding character. I recognize that my conduct was unacceptable and I understand the negative impact it had on the victim. I am committed to making amends for my actions and prevent any recurrence of such behavior. I have taken the initiative to seek counseling and anger management courses, which will aid me in developing healthier coping mechanisms and prevent similar situations from arising in the future. Furthermore, I would like to emphasize that I have already experienced significant personal consequences as a result of my crime. Coming to terms with the reality of my violent behavior has brought me immense sadness and regret. I have reflected deeply on the incident and the harm that I caused, and I am determined to learn from this mistake and emerge as a better person. I am truly sorry for the pain and distress I have caused, both to the victim and to society as a whole. I assure the court that this incident does not reflect my true character or the values that I hold. I have always aimed to be a law-abiding and contributing member of society, as evidenced by my actions thus far. In conclusion, I respectfully request the court’s consideration of the circumstances surrounding this incident and my genuine remorse for my actions. I am committed to making the necessary changes to prevent any repetition of such behavior. I trust that the court will take into account my guilty plea, lack of criminal history, and the steps I am taking towards self-improvement. Thank you for your attention in this matter.

Fig. A.4 A textual example showing why I chose to use GPT-3.5 Turbo (blue statement) as a general writer, and not Vicuna13 (green answer). The statement produced with GPT-3.5 Turbo has a better flow of content and is generally written in a better manner.
A.1 Data and Prompts

Fig. A.5 An example of a statement receiving 0 penalty points from the auto-evaluation. Based on the Chloe input story.

Fig. A.6 An example of a statement receiving 3 penalty points from the auto-evaluation. Based on the Lauren input story. The blue highlights indicate which principles were considered broken here.
Fig. A.7 An example of a statement receiving 6 penalty points from the auto-evaluation. Based on the Robert input story. The blue highlights indicate which principles were considered broken here. The additional penalty points are due to information about the defendant that the statement failed to mention.
## A.1.3 Input to LLMs

<table>
<thead>
<tr>
<th>Critique Requests for GPT-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is anything in the statement badly <strong>phrased</strong>, difficult to follow, or repetitive?</td>
</tr>
<tr>
<td>Does the statement ignore the importance of the defendant's <strong>guilty plea</strong> (an important mitigating factor)?</td>
</tr>
<tr>
<td>Does the statement give a different impression (compared to the input story) of whether the defendant has already <strong>suffered</strong> as a consequence of their crime? If great emotional suffering is mentioned in the statement, this should automatically trigger a 'yes'.</td>
</tr>
<tr>
<td>If the statement mentions the defendant's <strong>age</strong>, is that age either in the interval 30-79, or is the age different to the age mentioned in the input story? If the defendant's age is not mentioned in the statement: is the defendant's age less than 30 or older than 79 according to the input story?</td>
</tr>
<tr>
<td>Does the statement and input story seem to disagree on whether the defendant has a prior <strong>criminal record</strong>?</td>
</tr>
<tr>
<td>If the input story does not mention any <strong>mental</strong> illness or disability: does the statement mention any mental illness or disability? If the input story does mention some mental illness or disability: does the statement fail to mention that illness or disability?</td>
</tr>
<tr>
<td>Does the statement miss or add important parts of <strong>explaining</strong> the offense (how it happened and the defendant's involvement in it), compared to the input story?</td>
</tr>
<tr>
<td>If the input story mentions that the defendant has or wants to make <strong>amends</strong>, does the statement fail to mention this? Or does the statement introduce a desire for the defendant to make amends, that is not mentioned in the input story?</td>
</tr>
<tr>
<td>If the input story mentions that the defendant has or wants to take action to <strong>self-improve or prevent</strong> the offense from happening again, does the statement fail to mention this? Does the statement introduce a desire to self-improve or prevent further offenses that is not present in the input story? Self-improvement can for example be attending counselling.</td>
</tr>
<tr>
<td>If the input story mentions some information that contributes to the defendant's good <strong>character</strong>, does the statement fail to mention this? Or does the statement introduce information about the defendant's character that is not present in the input story?</td>
</tr>
<tr>
<td>Does the statement contain any <strong>misplaced information</strong> for a plea in mitigation (eg mentioning the 'input story' or another statement)?</td>
</tr>
<tr>
<td>Does the statement overemphasize, or show <strong>emotions</strong> different from the input story?</td>
</tr>
<tr>
<td>Is there any information in the statement that is <strong>unsupported</strong> by the input story?</td>
</tr>
</tbody>
</table>

Fig. A.8 Critique Requests passed into the GPT-4 Critiquer. Bold words in this image highlight what the CR concerns.
Fig. A.9 Critique Requests passed into the Vicuna Critiquers.
### Explanation Requests

<table>
<thead>
<tr>
<th>Request</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The statement lacks coherency or contains bits that are not well-written. Where? What can be done to make the statement better written and coherent?</td>
<td></td>
</tr>
<tr>
<td>The statement does not properly emphasize that the defendant's guilty plea as a mitigating factor that benefits the court. Explain why, and include quotes from the statement that should be improved to properly emphasize that the guilty plea is an important mitigating factor.</td>
<td></td>
</tr>
<tr>
<td>Does the input story mention anything the defendant has suffered (non-emotionally) as a consequence of their crime? Does the statement mention any suffering as a consequence of the crime? The principle concerning suffering is broken - explain why (the discrepancy between input story and statement).</td>
<td></td>
</tr>
<tr>
<td>How old is the defendant according to the input story? Does the statement say how old the defendant is? Answer this part separately first. The rule 'only state the defendant's age if it is outside of the interval 30-79' is broken - explain why.</td>
<td></td>
</tr>
<tr>
<td>Does the input story imply that the defendant has a criminal record? Does the statement imply if the defendant has a criminal record? The principle concerning a criminal record is broken - explain why.</td>
<td></td>
</tr>
<tr>
<td>Does the input story say that the defendant is suffering from a mental illness or disability? Does the statement imply that the defendant has mental issues? The principle about mental illness is broken - explain why (the discrepancy between input story and statement).</td>
<td></td>
</tr>
<tr>
<td>What does the input story say about the offense and the defendant's involvement? Does the statement give any additional information, or does it not mention parts of the offense from the input story? The principle about explaining the offense and the defendant's involvement in it is broken - explain why (the discrepancy between input story and statement).</td>
<td></td>
</tr>
<tr>
<td>Does the input story mention any intent to make amends? Does the statement mention wanting to make amends? The principle concerning amends is broken - explain why (the discrepancy between input story and statement). If there is no implication of making amends in the input story, the statement should not imply this either. If the input story mentions some action the defendant has done or wants to do to make amends, that should be included in the statement. Amends can for example be paying restitution.</td>
<td></td>
</tr>
<tr>
<td>Does the input story mention any intent for self-improvement or ensuring no further criminal activity? Does the statement imply that the defendant has or wants to self-improve or stay crime-free? The principle concerning self-improvement is broken - explain why (the discrepancy between input story and statement). Note in particular that if there is no implication of self-improvement or preventing criminal activity in the input story, the statement should not imply that either.</td>
<td></td>
</tr>
<tr>
<td>Does the input story imply anything about the defendant's good character? Does the statement imply anything about the defendant's good character? The principle concerning good character is broken - explain why (the discrepancy between input story and statement).</td>
<td></td>
</tr>
<tr>
<td>Something in the statement is irrelevant for this plea in mitigation (with the given input story) - explain what, and consider the given principles.</td>
<td></td>
</tr>
<tr>
<td>Does the input story imply any emotions from the defendant? Does the statement mention or imply any emotions from the defendant? There is a discrepancy between emotions in the input story VS statement; explain why. Be especially on guard for showing emotions like regret/remorse/guilt when the input story does not - or if it displays more of these feelings than the input story, as this is bad.</td>
<td></td>
</tr>
<tr>
<td>Some information in the statement (about the defendant or the offense) was not mentioned in the input story. Explain what (the discrepancy between input story and statement).</td>
<td></td>
</tr>
</tbody>
</table>

Fig. A.10 Explanation Requests (used in the Writer).
**Revision Requests**

<table>
<thead>
<tr>
<th>Please note: all Revision requests begin with &quot;Rewrite the statement above on the given critique, such that:&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>the statement is coherent. Make sure you include all the main points from the old statement.</td>
</tr>
<tr>
<td>the statement mentions that the defendant's guilty plea is a mitigating factor that benefits the court.</td>
</tr>
<tr>
<td>the statement only mentions negative consequences for the defendant after their crime if mentioned in the input story.</td>
</tr>
<tr>
<td>the statement adheres to the age rule 'mention the defendant's age only if it is outside of the interval 30-79'.</td>
</tr>
<tr>
<td>the statement mentions the defendant's record only if it is clean according to the input story.</td>
</tr>
<tr>
<td>the statement only implies that the defendant has a mental illness or disability if this is mentioned in the input story.</td>
</tr>
<tr>
<td>the statement explains the offense in a better way, fitting to the input story.</td>
</tr>
<tr>
<td>the statement only mentions making amend (or actions to do so) if they are mentioned in the input story. If the input story does not talk about amends, the word 'amends' should not be used in the statement.</td>
</tr>
<tr>
<td>the statement only mentions self-improvement or preventative intent for further crimes (or actions to self-improve or prevent crimes) if mentioned in input story. If the input story does not talk about self-improvement or preventing crimes, the statement should not mention this either.</td>
</tr>
<tr>
<td>the statement follows the principle regarding good character: include any significant information that shows good character and contribution to society BUT do not mention or imply anything if not mentioned in input story.</td>
</tr>
<tr>
<td>everything in the statement is relevant for the plea in mitigation.</td>
</tr>
<tr>
<td>the statement shows only the same emotions, to the same degree as, as the input story. Do not imply or mention any emotions that are not present in the input story.</td>
</tr>
<tr>
<td>all information in the statement stems from the input story.</td>
</tr>
</tbody>
</table>

Fig. A.11 All Revision Requests.
### Assertions used in auto evaluation by GPT-4

<table>
<thead>
<tr>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>The statement is well-written, non-repetitive, and easy to follow.</td>
<td></td>
</tr>
<tr>
<td>The statement mentions that the defendant is pleading guilty.</td>
<td></td>
</tr>
<tr>
<td>The statement does not contain any completely irrelevant information (eg it does not mention the 'input story' or another statement).</td>
<td></td>
</tr>
<tr>
<td>The statement only says that the defendant has suffered, if this is stated by the input story. If the input story implies that the defendant has suffered as a consequence of the offense, the statement should include this. Great emotional suffering is not mentioned in the statement.</td>
<td></td>
</tr>
<tr>
<td>If the defendant's age is below 30, or above 79, it is included in the statement. If the defendant's age is between 30-79, the age is not mentioned in the statement.</td>
<td></td>
</tr>
<tr>
<td>If the input story implies that the defendant has a clean record, this is mentioned in the statement. The statement does imply that the defendant has a clean record, if the input story cannot support this.</td>
<td></td>
</tr>
<tr>
<td>If the input story states that the defendant has a mental illness or disablity, this is included in the statement. If the input story says nothing about a mental illness or disablity, no such thing is mentioned in the statement either.</td>
<td></td>
</tr>
<tr>
<td>The statement properly explains what the offense is and how it happened - as in the input story. It does not add or skip important parts from the input story.</td>
<td></td>
</tr>
<tr>
<td>If the input story states that the defendant wants to or has already made amends; this is included in the statement (including examples, if this is present in the input story). If amends (eg compensating the victim) is not mentioned in the input story, it is not mentioned in the statement.</td>
<td></td>
</tr>
<tr>
<td>If the input story states that the defendant wants to or has already made efforts to self-improve or prevent the offense from happening again; this is included in the statement (including examples, if this is present in the input story). If the input story does not mention self-improvement (eg counselling) or preventing repetition of the crime, it is not mentioned in the statement either.</td>
<td></td>
</tr>
<tr>
<td>If the input story gives information that speaks to the defendant's good character; the statement includes this (including examples, if this is present in the input story). If no character-building information (eg voluntary work or contributing to society) is given in the input story, it is not mentioned in the statement either.</td>
<td></td>
</tr>
<tr>
<td>The emotions in the statement is the same as the emotions stated in the input story. Eg the statement does not show more regret, guilt or anger than the input story.</td>
<td></td>
</tr>
<tr>
<td>All information found in the statement is supported by information in the input story.</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. A.12** Input to the automatic evaluation of statements done by GPT-4.
**A.1 Data and Prompts**

<table>
<thead>
<tr>
<th>Prompt sent to the Critiquer, to define the format of the desired output</th>
</tr>
</thead>
<tbody>
<tr>
<td>If the Critiquer should just answer yes or no:</td>
</tr>
<tr>
<td>&quot;Please answer only 'yes' or 'no'.&quot;</td>
</tr>
<tr>
<td>If the Critiquer should answer yes or no and provide an explanation:</td>
</tr>
<tr>
<td>&quot;Start by thinking about the question step by step, and include relevant quotes from the input story and from the statement. Then always end by answering the question concisely with &lt;yes&gt; or &lt;no&gt; being the last word.&quot;</td>
</tr>
<tr>
<td>If the Critiquer should only provide a discussion of the principle at hand:</td>
</tr>
<tr>
<td>&quot;First, locate quotes from the input story and from the statement that may be relevant to the question. Please think step by step, but do NOT answer the question.&quot;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System prompts defining the task at hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Producing an initial statement:</td>
</tr>
<tr>
<td>&quot;Draft a statement for a plea in mitigation where the defendant will self-represent. The statement should follow a given set of principles, using information from the defendant's input story.&quot; and also</td>
</tr>
<tr>
<td>&quot;Draft your answer using only information about the defendant and their case, from the input story. Do not make up more information to better satisfy the principles.&quot;</td>
</tr>
<tr>
<td>Before Critique Requests using GPT-4</td>
</tr>
<tr>
<td>&quot;You will be presented with a question, and then an input story and a statement. You must analyse the input story and statement in order to properly answer the question.&quot;</td>
</tr>
<tr>
<td>(Please note that Vicuna uses something similar: the standard Vicuna prompt template.)</td>
</tr>
<tr>
<td>Before Revision Requests:</td>
</tr>
<tr>
<td>&quot;You will revise parts of a statement, based on a given critique and a revision request. Rewrite what is criticized (and quoted in the critique), and keep the rest as it was. You may want to delete a paragraph, or add a new one.&quot;</td>
</tr>
<tr>
<td>(The exact wording varies a little for the different setups, exact details can be found in the linked GitHub containing all my code)</td>
</tr>
<tr>
<td>All Revision Requests, except for the one concerning age and the one concerning the guilty plea, have this ending:</td>
</tr>
<tr>
<td>Also include quotes from the statement that contribute to the broken principle.</td>
</tr>
</tbody>
</table>

Fig. A.13 More example prompts used in different setup. This figure contains a description of where each prompt is used, followed by the actual prompt, and an occasional note about it.
A.1.4 Critiquer responses

Fig. A.14 An example of what I would call a successful prompt with an incorrect answer. Vicuna properly discusses the question and gives a good explanation, hence the prompt seems to have done its job. However, it arrives at the wrong answer. The explanation states that the input story about Ronald Smith indicates regret, but this is false.

Fig. A.15 An example of how Vicuna can get confused by longer prompts. Here, it does not answer a question about the defendant’s age properly.