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Abstract

The rapid expansion of Large Language Models (LLMs) has opened new avenues for
generating synthetic tabular data. However, these models often inherit societal biases from
their training datasets, potentially leading to harmful outcomes for marginalized groups. This
study examines whether LLMs, specifically GPT-4o, can generate fair synthetic tabular data
through in-context learning (ICL) when guided by fairness constraints in prompts. Using the
COMPAS dataset, the study is structured around three core research questions: the impact of
data characteristics on synthetic data generation, the potential for bias mitigation through
fairness-oriented prompting strategies, and the interaction of biases when LLM-generated
synthetic data is used in downstream machine learning models.

We designed six fairness prompts and compared them with a general prompt lacking
explicit fairness considerations. Our findings show that using few in-context samples (20-
40) optimize the realism and fairness of synthetic data, with balanced sampling effectively
reducing biases. However, mitigating biases through fairness-oriented prompts often leads
to a trade-off with predictive accuracy, highlighting the challenges of aligning synthetic
data with biased real-world benchmarks. This research contributes to the growing field of
fair synthetic data generation by demonstrating that LLMs, when appropriately guided, can
generate data that aligns with fairness goals, although challenges remain in maintaining both
fairness and accuracy in downstream applications.
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Chapter 1

Introduction

“An important feature of a learning machine is that its teacher will often be very
largely ignorant of quite what is going on inside.”

— A.M. Turing, Computing Machinery and Intelligence (1950)

Alan Turing’s observation highlights a fundamental challenge in the development of
intelligent systems: the internal mechanisms of learning machines often remain opaque, even
to their creators. This enigmatic nature is particularly relevant in the context of modern Large
Language Models (LLMs), where their decision-making processes and inherent biases are
difficult to fully comprehend or control. As these models become increasingly integrated into
critical applications such as healthcare, education, finance, criminal justice, etc (Jungherr,
2023; Sallam, 2023), understanding and addressing the implications of their hidden workings,
especially in terms of fairness, becomes crucial.

During the past few years, Large Language Models (LLMs) (Achiam et al., 2023; Brown
et al., 2020; Ouyang et al., 2022; Team et al., 2023; Touvron et al., 2023) have witnessed
a rapid expansion in their user base, drawing significant interest from both domain experts
and the general public. Since the launch of ChatGPT (Achiam et al., 2023; Ouyang et al.,
2022) by OpenAI in November 2022, these models have been widely utilized for various
tasks including text generation, completion, summarization, translation, sentiment analysis,
and conversational agents (Wolf, 2019). Notably, recent studies have leveraged LLMs for
the tabular data classifications (Hegselmann et al., 2023; Liu et al., 2023b; Slack and Singh,
2023), where tabular information is transformed into natural language and presented to
LLMs, along with a brief task description, to perform predictions. However, studies have
revealed that LLMs may propagate societal biases inherent in the extensive datasets on which
they were trained, potentially leading to adverse outcomes for marginalized groups (Abid
et al., 2021; Askell et al., 2021; Basta et al., 2019; Ganguli et al., 2022a,b; Hutchinson et al.,
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2020). With the growing adoption of LLMs across various sectors, understanding, addressing
and mitigating these biases have become a critical concern. Although existing research has
identified bias and unfairness in LLMs (Bi et al., 2023; Bordia and Bowman, 2019; Ferrara,
2023; Freiberger and Buchmann, 2024; Huang et al., 2023; Kotek et al., 2023; Nadeem et al.,
2020; Zhang et al., 2023b; Zheng et al., 2023), to the best of our knowledge, no study has
explored methods for achieving fairness in synthetic tabular data generation from a biased
original dataset through in-context learning and effective prompting strategies in LLMs.

Synthetic data is artificially generated data, i.e., not obtained by direct measurement or
collection from real-world events, but is created algorithmically to mimic the properties of
real data (Wikipedia contributors, 2023). Currently, such data serves as a valuable tool for
data augmentation and privacy preservation across various contexts (El Emam et al., 2020;
Jordon et al., 2022). Recent research has highlighted the potential of utilizing LLMs (Li
et al., 2023; Long et al., 2024) for generating synthetic data apart from statistical models
(Fonseca and Bacao, 2023; Liu and Hsieh, 2019; Mooney, 1997; Raghunathan, 2021; Tang
and He, 2015) and deep learning-based generative models (Goodfellow et al., 2020; Ho et al.,
2020; Kingma, 2013)

Despite the widespread use of tabular data the fairness of LLM-generated synthetic data
remain relatively unexplored (Borisov et al.; Grinsztajn et al., 2022). Current research on
synthetic data generation has predominantly focused on the performance or utility aspects
of the generated data and its impact on downstream model performance (Ghorbani and
Zou, 2019; Just et al., 2023; Nohyun et al., 2022; Seedat et al., 2023) or on the potential of
synthetic data in privacy protection (Wang et al., 2024; Wiest et al., 2024).

This largely overlooks a crucial aspect of reliable AI: assessing whether the synthetic
data generated by LLMs are biased or unfair, and how such issues can be mitigated.

On the other hand, studies that address fairness issues primarily investigate LLMs as fair
predictors, analyzing whether these models can perform fair classification on biased real
tabular data (Chhikara et al., 2024; Liu et al., 2023b, 2024b), largely ignoring the challenge
of fair synthetic data generation. Furthermore, most research on fair synthetic data generation
has been limited to data modalities such as: text (Qureshi et al., 2024; Wang et al., 2023) and
image (Li et al., 2023; Mishra et al., 2024), with relatively little attention given to tabular
data which is arguably the most prevalent data type in both business and scientific contexts
(Xu et al., 2024). Given these gaps, it is vital to thoroughly examine the fairness implications
of using LLMs for generating synthetic tabular data.
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In this research, our objective is to determine whether LLMs can grasp and implement
the principles of fairness effectively. To achieve this, we focus on GPT-4o, a state-of-the-
art variant of GPT-4 (Achiam et al., 2023), due to its advanced capabilities and superior
alignment with human instructions (Islam and Moushi, 2024). We chose GPT-4o over
other LLMs because it is designed with enhanced understanding and adherence to nuanced
prompts (Shahriar et al., 2024), which is essential for enforcing specific fairness criteria.
By conducting a rigorous study into how GPT-4o responds to prompts aimed at achieving
fairness, we explore whether LLMs can effectively incorporate and apply these criteria when
appropriately guided. Additionally, we assess whether biases in synthetic data generated by
GPT-4o become more pronounced when utilized in downstream predictive tasks. Through this
exploration, we aim to deepen our understanding of the fairness-related challenges associated
with deploying LLMs like GPT-4o for synthetic data generation and their subsequent use in
model predictions.

1.1 Research Questions

The rapid advancement of LLMs has opened new avenues for generating synthetic data (Deng
et al., 2024; Hagos et al., 2024; Nazi and Peng, 2024; Nie et al., 2024; Raiaan et al., 2024;
Ramos et al., 2024; Su et al., 2024). However, the deployment of LLMs in data synthesis
raises significant concerns related to fairness and bias. Understanding and addressing these
concerns is crucial for ensuring the ethical use of AI technologies (Jiao et al., 2024; Liyanage
and Ranaweera, 2023; Serouis and Sèdes, 2024). This study aims to explore the extent to
which LLM-generated synthetic tabular data are influenced by social biases and stereotypes.
The following research questions (RQs) guide this exploration:

1. Impact of Data: How do the characteristics of data used in prompts influence LLM-
driven synthetic data generation, specifically considering (i) the impact of the number
of in-context samples provided, and (ii) the effects of the sampling method employed,
such as random versus biased sampling?

2. Bias mitigation: Can biases in synthetic data be mitigated by using effective prompting
strategies that incorporate fairness rules or constraints while maintaining the real data
distribution and feature correlation intact? This question investigates whether LLMs
can comprehend and implement fairness criteria when guided by such prompts.

3. Interaction with a downstream model: Do the biases present in synthetic tabular data
exacerbate when classified using downstream machine learning models? This question
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assesses the fairness-related challenges associated with deploying LLM-generated
synthetic tabular data and utilizing it for downstream model prediction.

1.2 Contributions

The contributions of this thesis are as follow:

1. To our knowledge, this is the first study which investigates how various fairness criteria
can be integrated into prompts to guide LLMs like GPT-4o in producing fair synthetic
data.

2. We rigorously evaluate the generated data and analyze the amplification of biases when
this synthetic data is utilized in downstream prediction tasks.

3. We thoroughly assess the accuracy-fairness tradeoff across various few-shot setups,
carefully selecting in-context samples based on their number and sampling strategies.

1.3 Outline

This thesis is structured into five main chapters, each focusing on a specific aspect of our
study.

• Chapter 1 introduces the research questions, contributions, and provides an overview
of the thesis structure.

• Chapter 2 presents the background necessary to understand the context of the study. It
begins with a discussion on Large Language Models (LLMs), exploring their emergent
abilities, and then moves on to an overview of tabular data, discussing its defining
characteristics, challenges, and the rationale for focusing on synthetic tabular data. It
also reviews existing research on LLMs for tabular data generation, and finally, delves
into bias and fairness in AI and the existing research of LLMs in addressing such
fairness issues.

• Chapter 3 describes the methodology used in this research which sets the foundation
for the experimental setup and subsequent analysis.

• Chapter 4 provides the evaluation of our experiments. It begins with the experimental
setup, including details on the dataset, LLM used, prompt design, and classification
models. The chapter then discusses the analysis of the COMPAS data, comparing
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original and synthetic data across various prompt scenarios, and evaluating the fairness
of the outputs using different fairness constraints.

• Chapter 5 concludes the thesis by summarizing key takeaways, discussing limitations,
and highlighting areas for future work.





Chapter 2

Background

Large language models (LLMs), trained on extensive datasets, have demonstrated versatility
beyond traditional NLP tasks (Fu et al., 2022). Recent research shows their emergent abilities,
such as improved performance in few-shot learning (Wei et al., 2022a), sparking interest in
their potential role in developing Artificial General Intelligence (Chang et al., 2024; Zhao
et al., 2023b). LLMs are now seen as major AI breakthroughs, with notable models like
GPT (Radford et al., 2019), XLNET (Yang, 2019), Llama (Touvron et al., 2023), and Gemini
(Team et al., 2023), building on early advancements like Transformers (Vaswani, 2017)

ChatGPT, for example, showcases LLMs’ ability to generate and comprehend human
language (Liu et al., 2023c). Tabular data, essential in fields like finance, medicine, and edu-
cation (Rundo et al., 2019; Sahakyan et al., 2021), has become a key focus, with researchers
now exploring LLMs’ potential in tasks involving prediction, table understanding, and data
generation (Borisov et al., 2022; Hegselmann et al., 2023; Sui et al., 2023). However, there
remains a significant gap in utilizing LLMs to reduce bias and enhance fairness in synthetic
tabular data generation using effective prompting strategy.

2.1 Large Language Models (LLM)

(Fang et al., 2024) defines LLM as:

"A Large Language Model (LLM), denoted as M and parameterized by θ , is a
Transformer-based model that may have an autoregressive, autoencoding, or
encoder-decoder architecture. It is trained on an extensive corpus containing
hundreds of millions to trillions of tokens, encompassing a range of pre-trained
models"
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A language model predicts the likelihood of future or missing tokens in a word sequence.
(Zhao et al., 2023b) categorize development of language models into four stages. The journey
began with Statistical Language Models (SLMs) like N-Gram models, which struggled with
dimensionality issues (Bengio et al., 2000; Saul and Pereira, 1997). Neural Language Models
(NLMs) followed, using neural networks such as RNNs to generate word embeddings and
improve generalization (Kim et al., 2016). Context-aware models like ELMo introduced
bidirectional LSTMs, enhancing performance across NLP tasks (Peters et al., 2018; Wang
et al., 2022). Pretrained Language Models (PLMs) like BERT and GPT-2 then leveraged
transformer architectures and self-attention mechanisms to achieve remarkable results through
pre-training and fine-tuning (Ding et al., 2023). The current focus is on Large Language
Models (LLMs) like ChatGPT, which, due to their scale, demonstrate advanced capabilities
beyond traditional tasks (Brown et al., 2020).

2.1.1 Emergent Abilities

Large Language Models (LLMs) have demonstrated several critical emergent abilities that
highlights the advanced capabilities of LLMs, distinguishing them from smaller models and
enabling them to tackle a broader range of tasks:

1. In-context learning where models solve tasks using examples in prompts without
further training (Brown et al., 2020; Wei et al., 2022a)

2. Instruction following allows LLMs to perform new tasks based on natural language
instructions, a skill enhanced through instruction tuning, particularly in larger models
(Ouyang et al., 2022; Sanh et al., 2021)

3. Multi-step reasoning involves solving complex tasks by guiding the model through in-
termediate steps using chain-of-thought (CoT) prompting, which significantly improves
performance, especially in models trained on code and exceeding 100B parameters
(Wei et al., 2022b)

2.2 Overview of Tabular Data

Tabular data can be defined as - structured data organized into a grid format with rows
and columns, where each column corresponds to a particular attribute or feature. It can
be mathematically represented as a matrix X with dimensions n×m, where X ∈ Rn×m

represents the entire dataset. The parameter n corresponds to the number of rows, which
are the individual records or instances, and m corresponds to the number of columns, which
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are the features or attributes. Each entry xi j in the matrix X represents the value of the j-th
feature for the i-th record, where xi j ∈ R (or another appropriate set depending on the data
type, such as Z for integers or C for categorical values).

2.2.1 Defining Characteristics & Challenges

The typical characteristics of tabular data pose significant challenges in generative modeling
(Fang et al., 2024; Manousakas and Aydöre, 2023)

1. There is often no prior knowledge about the structure of tabular data, making it difficult
for models to grasp the inherent relationships between features. Features in tabular
data can be correlated, requiring careful handling to avoid biases in model predictions.

2. Tabular data consists of a variety of feature types—categorical, numerical, binary, and
textual—ranging from dense numerical features to sparse, high-cardinality categorical
features. The mix of categorical and numerical features in tabular data complicates the
process of learning a joint distribution over all features.

3. Missing values in tabular data challenge generative models in learning a complete
distribution.

4. Often, there is insufficient tabular data available for training generative models, leading
to difficulties in model development.

5. Unlike image or text data, the order of samples and features in tabular data is not
inherently meaningful, limiting the applicability of position-based modeling techniques
like CNNs.

2.2.2 Why Focus on Synthetic Tabular Data?

Focusing on synthetic tabular data is essential due to its significant influence in critical
domains like healthcare, finance, and cybersecurity, where it drives research and policy
decisions (Borisov et al., 2022; Dastile et al., 2020; Shwartz-Ziv and Armon, 2022). Despite
its importance, progress in machine learning for tabular data remains slow compared to other
modalities (van Breugel and van der Schaar, 2024) (see Figure 2.1). Synthetic data addresses
issues such as noisy, imbalanced datasets, and the exclusion of marginalized communities,
which can lead to biased models (van Breugel and van der Schaar, 2024). Additionally,
synthetic data offers solutions to challenges like high costs, lengthy processes, and privacy
concerns tied to real data collection and labeling (Manager, 2023; Porter, 2023). It can



10 Background

be generated rapidly in large quantities, facilitating more controlled and precise AI model
training and testing (Dilmegani, 2023; Savage, 2023). Gartner forecasts that synthetic data
will dominate AI models by 2030, with 89% of tech executives considering it crucial for
maintaining competitiveness (VentureBeat, 2021). Thus, given AI’s potential to excel in
the tabular domain, particularly in reasoning about real-world distributions and generalizing
across variables (Borisov et al., 2022), focusing on synthetic tabular data becomes a critical
research priority.

Fig. 2.1 The data, derived from (van Breugel and van der Schaar, 2024), highlights the
rapid growth of language models (LLMs) in the field, while modalities such as tabular data
remain significantly underrepresented (based on foundation model research across recent
ML conferences).

2.2.3 Existing Research on Synthetic Tabular Data

Data synthesis is a critical task in tabular data modeling, essential for developing robust
models. Synthetic data generation is used for augmenting sparse datasets, imputing missing
values, and rebalancing imbalanced classes (Jolicoeur-Martineau et al., 2024; Onishi and
Meguro, 2023; Sauber-Cole and Khoshgoftaar, 2022). Traditionally, methods like Copulas
(Li et al., 2020; Patki et al., 2016) and Bayesian networks (Madl et al., 2023; Zhang et al.,
2017) have been employed for this purpose. However, recent advances in generative models,
including Variational Autoencoders (VAEs) (Darabi and Elor, 2021; Liu et al., 2023a; Ma
et al., 2020; Vardhan and Kok, 2020; Xu et al., 2023b), Generative Adversarial Networks
(GANs) (Baowaly et al., 2019; Choi et al., 2017; Park et al., 2018; Xu et al., 2019b), diffusion
models (Kotelnikov et al., 2023; Lee et al., 2020; Xu et al., 2023a; Yang et al., 2024; Zhang
et al., 2023a), and Large Language Models (LLMs), have significantly outperformed classical
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methods like Bayesian networks (Xu et al., 2019b), opening new opportunities in data
synthesis.

2.3 LLMs for Tabular Data Generation

Table 2.1 exhibits notable studies that leveraged the capabilities of LLMs in synthetic tabular
data generation.

Table 2.1 Summary of LLM-based Tabular Data Generation Methods

Method Used LLM Fine-tuned or not

CLLM (Seedat et al., 2023) GPT4 Non Fine-tuned
GReaT (Borisov et al., 2022) GPT2/DistilGPT2 Fine-tuned
REaLTabFormer (Solatorio and Dupriez, 2023) GPT2 Fine-tuned
TabMT (Gulati and Roysdon, 2024) Masked Transformers - 24layer Fine-tuned
TabuLa Zhao et al. (2023c) DistilGPT2 Fine-tuned
TAPTAP (Zhang et al., 2023c) GPT2/DistilGPT2 Fine-tuned

2.3.1 Application and Opportunities

Although language models have shown remarkable success in NLP tasks, their application
to tabular data has been limited due to structural differences between text and tabular data.
Nonetheless, there are growing opportunities to apply LLMs to tabular data modeling,
potentially enhancing tasks like data synthesis (Fang et al., 2024) -

• Deep learning models frequently underperform on datasets that differ from those they
were originally trained on, highlighting the potential of transfer learning through the
pre-training and fine-tuning approach as a promising solution (Shwartz-Ziv and Armon,
2022).

• Converting tabular data into natural language interpretable by LLMs mitigates the
curse of dimensionality often encountered with one-hot encoding in the preprocessing
of high-dimensional categorical data.

• The development of emergent capabilities, such as chain-of-thought (CoT) prompting
for sequential reasoning, has expanded language models beyond traditional language
processing into broader task-solving roles. Further research is needed to explore the
boundaries of these emergent abilities in LLMs when applied to tabular data modeling.
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2.3.2 Converting Tabular Data to Text: Serialization

To input tabular data into LLMs, the structured data must be converted into a text format
since LLMs operate as sequence-to-sequence models (Jaitly et al., 2023; Sui et al., 2024). A
straightforward method is to convert it into a programming-readable format such as a Pandas
DataFrame, JSON, or HTML. Alternatively, tables can be transformed into delimited text
using commas or tabs. Some approaches convert tables into human-readable sentences based
on column headers and cell values (Fang et al., 2024). In this study, we perform such text
based serialization where individual rows are separated using curly braces and columns are
comma-separated (,). Besides, embedding-based (Chen et al., 2023; Deng et al., 2022; Iida
et al., 2021) and a less commonly used graph-based approach (Zhao et al., 2023a) are also
employed across studies to serialize tabular data.

2.3.3 Strategies for Prompt Engineering

A prompt is input text fed into an LLM, and designing effective prompts is a complex task
that has led to extensive research in prompt engineering.

Prompt Format: The simplest method involves concatenating a task description with
a serialized table as a string, allowing the LLM to perform the described task and return a
text-based response. Well-defined and properly formatted task descriptions have proven to
be effective prompts (Marvin et al., 2023).

In-Context Learning Involves incorporating similar examples to guide the LLM in
producing the desired output. (Sui et al., 2024) noted a significant drop in performance, with
an overall accuracy decrease of 30.38%, when shifting from a 1-shot to a 0-shot setting.
(Narayan et al., 2022) found that manually curated examples outperformed randomly selected
ones by an average of 14.7 F1 points. (Chen, 2022) observed that while increasing from 1-
shot to 2-shot often benefits the model, further increases do not necessarily lead to additional
performance gains.

Chain-of-Thought and Self-Consistency Technique: encourages LLMs to break down
tasks into step-by-step processes, improving reasoning abilities (Wei et al., 2022b). Program-
of-Thoughts (PoT) (Chen et al., 2022) uses code-related comments, such as “Let’s write a
program step-by-step...,” to guide the LLM.

In our study, we leverage these strategies of prompt engineering and create prompts
aimed to generate fair synthetic tabular data by GPT (Figure 3.3 contains a sample prompt)
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2.4 Bias and Fairness

Large Language Models (LLMs) and machine learning systems have achieved significant
success in various domains, but the risk of perpetuating societal harm shadows this success.
Trained on vast, uncurated Internet data, LLMs often inherit and amplify stereotypes, mis-
representations, and exclusionary language, disproportionately impacting vulnerable and
marginalized communities (Bender et al., 2021; Dodge et al., 2021; Sheng et al., 2021).
These issues, broadly called "social bias," stem from deep-rooted historical and structural
inequalities, leading to disparate treatment or outcomes among social groups.

Despite their widespread success, studies have found that "Robots are racist and sexist
just like the people who created them"1 with claims that include "Higher crime rates in black
people"2, "Dark skins are unattractive"3, recommending less qualified male candidates over
more qualified female candidates on job portals (Lahoti et al., 2019), and facial recognition
software in digital cameras incorrectly detecting Asians as blinking more often than other
groups4. Since machine learning models are trained on human-generated data, they are prone
to reflecting and amplifying human biases and societal stereotypes in their decision-making
processes (Wang et al., 2019b). The fairness of these models can be compromised when their
outcomes vary based on protected characteristics such as race, religion, economic status,
sexual orientation or gender (Mehrabi et al., 2021).

In machine learning, fairness and bias are closely related, as both concern how a model’s
predictions may advantage or disadvantage certain groups. Bias in a model leads to unfair
outcomes, so mitigating bias is crucial to achieving fairness. However, it’s important to
recognize that absolute fairness is difficult to attain due to the varying definitions and criteria
of fairness. As a result, there is currently no universal solution that can eliminate all forms of
bias and render a model completely fair (Kheya et al., 2024).

2.4.1 Types of Bias

(Mehrabi et al., 2021) presents an exploratory survey comprising the different types of
biases existing in ML systems, among which measurement bias is particularly relevant.
Measurement bias occurs due to the selection, usage, and measurement of specific features
(Suresh and Guttag, 2021). For example, in the COMPAS recidivism risk prediction tool,
variables like prior arrests and the arrests of friends or family were used as proxies for
"riskiness" or "criminal behavior." Besides, race of individuals is correlated to the risk of

1Robots are racist and sexist just like the people who created them - The Guardian
2Machine Bias: Risk Assessments in Criminal Sentencing - ProPublica
3Artificial Intelligence Beauty Contest Doesn’t Like Black People - The Guardian
4Are Face Detection Cameras Racist? - Time

https://www.theguardian.com/commentisfree/2017/apr/20/robots-racist-sexist-people-machines-ai-language
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-people
https://time.com/archive/6906847/are-face-detection-cameras-racist/
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recidivism highly favoring Caucasians with a comparatively lower risk of reoffending. This
approach is flawed because minority communities are often subjected to more frequent
policing, leading to higher arrest rates. This does not inherently indicate that individuals from
these communities are more dangerous but rather reflects biases in how they are monitored
and assessed (Suresh and Guttag, 2019). In this study, we focus on addressing measurement
bias within the COMPAS dataset by exploring whether large language models (LLMs) can
mitigate this bias and generate fairer data through effective prompting strategies.

2.4.2 Fairness Assessment Tools and Metrics

There is no universal standard for measuring fairness, nor a definitive guideline on which
metrics are most appropriate. Studies like - (Caton and Haas, 2020), provide an overview
of various fairness measures aiming to provide a straightforward interpretation to assist in
decision-making. Based on it, we utilize, parity-based metrics (statistical parity, disparate im-
pact), confusion matrix-based metrics (equalized odds, equal opportunity, accuracy equality),
and counterfactual fairness-based measures in our study (detailed in Chapter 4)

Researchers have introduced several tools to assess fairness in machine learning systems.
Aequitas, for instance, allows users to evaluate models against various bias and fairness
metrics across different population subgroups (Saleiro et al., 2018). AI Fairness 360 (AIF360)
by IBM (Bellamy et al., 2018) aims to move fairness research into industrial settings, offering
a benchmark for evaluating fairness algorithms. Other noteworthy tools for tabular datasets
include FairDo (Duong and Conrad, 2024), Fairlearn (Bird et al., 2020), and FairX (Sikder
et al., 2024), which also support the development of fair machine learning applications. We
leveraged the Fairlearn library (Bird et al., 2020) to assess fairness.

2.4.3 Fair Synthetic Tabular Data

Reducing bias in synthetic tabular data, especially under differential privacy (DP), remains a
critical challenge. Most studies have focused on GAN or diffusion-based frameworks for fair
data generation, utilizing bias-penalized loss functions (Abroshan et al., 2022; Rajabi and
Garibay, 2022; Xu et al., 2019b), or debiasing datasets prior to training (Chaudhari et al.,
2022). Methods like DECAF and PreFair target bias reduction by eliminating undesirable
causal links and limiting connections in underlying graphical models (Pujol et al., 2022;
Van Breugel et al., 2021). Recent advancements include frameworks like MCRAGE (Behal
et al., 2023) and TabDDPM (Kotelnikov et al., 2023), which leverage diffusion models to
improve fairness and data fidelity in healthcare. The Bt-GAN framework (Ramachandra
et al., 2024) enhances EHR utility by generating realistic, de-identified data that ensures
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fairness in downstream tasks, while CuTS (Vero et al.) offers customizable synthetic tabular
data generation with specified constraints, focusing on utility, privacy, and fairness. However,
in comparison to these GAN or diffusion-based studies, assessing the fairness of synthetic
tabular data generated by Large Language Models (LLMs) remains relatively unexplored.
Most studies focus on the performance (Espinosa and Figueira, 2023; Seedat et al., 2023) and
privacy aspects (Liu et al., 2024a) of such data overlooking fairness. Studies such as (Tiwald
et al., 2021) demonstrates that synthetic data can be generated to be both representative and
fair by incorporating fairness constraints in the generative model but no such work has been
done leveraging emergent abilities of LLMs.

2.4.4 Fairness in LLM-Generated Tabular Data and Classification
Tasks

Large Language Models (LLMs) trained on vast datasets, often inherit and amplify biases,
leading to potentially harmful outcomes for underprivileged groups (Blodgett et al., 2020;
Kumar et al., 2022). Research has focused on mitigating these biases through methods
like RLHF (Ouyang et al., 2022) and RLAIF (Bai et al., 2022), which train LLMs to avoid
reinforcing stereotypes and generating offensive content. These methods focus on training
LLMs to produce fair and neutral outputs, but they may not be feasible for typical users
who do not have the resource or expertise to fine-tune the models themselves. Additionally,
benchmarks like CrowS-Pairs (Nangia et al., 2020), RealToxicityPrompts (Gehman et al.,
2020), RedTeamingData (Perez et al., 2022), and HELM (Liang et al., 2022) have been
developed to evaluate and assess bias in LLMs.

On the other hand, recent studies have started to specifically address fairness in LLM-
based classification tasks. For instance, the work by (Liu et al., 2024b) explores how LLMs,
such as GPT-3.5, inherit social biases from their training data, significantly impacting their
fairness in tabular classifications. (Gupta et al., 2021) quantifies the bias present when
transitioning from real to synthetic data in model training, highlighting the challenges in
maintaining fairness. Moreover, a study by (Chhikara et al., 2024) examines few-shot learning
techniques and their effectiveness in mitigating bias in LLMs, emphasizing the ongoing
efforts to ensure equitable outcomes in these systems. These studies collectively underscore
the growing focus on assessing and improving fairness in LLM-driven classification tasks.
Despite these advancements, studies specifically addressing fairness in LLM-generated
tabular data and its impact on bias when such synthetic data are used for downstream
prediction remain limited.
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LLMs have also shown the ability to perform tasks with minimal training data by lever-
aging contextual information (Brown et al., 2020; Radford et al., 2019). However, the
effectiveness of LLMs heavily depends on prompt design, including the format, selection,
and order of examples (Li and Qiu, 2023; Lu et al., 2021; Zhao et al., 2021a). Incorporating
contextual information and fairness criteria within prompts can significantly improve the
fairness of LLM outputs. These developments underscore the importance of incorporating
fairness considerations directly into LLM prompts and exploring their impact on synthetic
data generation, particularly in the tabular data domain. Additionally, it is crucial to analyze
how bias may propagate in classification tasks trained on such synthetic data, a key focus of
our study.



Chapter 3

Methodology

Over recent years, synthetic data has gained traction for its ability to surpass real data in
applications like fairness enhancement (Rajabi and Garibay, 2022, 2023; Van Breugel et al.,
2021; Wen et al., 2022; Xu et al., 2018, 2019a), data augmentation (Antoniou et al., 2017;
Bing et al., 2022; Das et al., 2022; Dina et al., 2022), and artificial data generation (Wang
et al., 2019a; Yoon et al., 2018). Despite significant attention to tools like DALL-E (Marcus
et al., 2022) and ChatGPT (Roumeliotis and Tselikas, 2023; Wu et al., 2023) (van Breugel
and van der Schaar, 2023), research on GPT-4’s potential for generating fair synthetic data -
an area with promising implications given its advanced capabilities (Islam and Moushi, 2024)
remains scarce (Islam and Moushi, 2024). Building on this context, our research examines
GPT-4’s ability to apply fairness constraints in generating synthetic data from biased datasets
while maintaining realism. We focus on a detailed analysis rather than benchmarking against
other models. While quantitative metrics are crucial, further comparisons with other LLMs
were deemed unnecessary, as existing research consistently ranks GPT-4 at the forefront of
generative capabilities (Shahriar et al., 2024). Models like LLaMa-70b by Meta (Touvron
et al., 2023), Gemini by Google DeepMind (Anil et al., 2023), and Mistral-7b by Mistral AI
(Jiang et al., 2023) typically perform at levels comparable to GPT-3.5, falling short of GPT-4
(Chhikara et al., 2024; Seedat et al., 2023). Moreover, open-source models of similar quality,
like LLaMA (Touvron et al., 2023) and FLAN-T5 (Chung et al., 2024), require substantial
GPU VRAM, making broad analysis difficult. Additionally, many such models are trained
on data from advanced models like GPT-4 (Gudibande et al., 2023), reducing the potential
for valuable insights from additional comparisons.

This chapter details the methodology for evaluating GPT-4 (Wu et al., 2023) as a synthetic
tabular data generator, with a focus on performance and fairness. Section 3.1 provides
an overview of the approach, while Section 3.2 formulates the problem, detailing data
partitioning, in-context sample selection strategy, and the training of classification models.
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Section 3.3 explores the synthetic data generation process, explaining the rationale behind
our approach. Lastly, Section 3.4 outlines the evaluation metrics employed in Chapter 4 to
analyze the utility and fairness of the generated data.

3.1 Overarching Approach

As depicted in Figure 3.1, the framework involves dividing the real dataset (Dreal) into training
(Dtrain) and test sets (Dtest). A subset of Dtrain is used as in-context examples for GPT-4 to
generate a synthetic dataset (Dsyn). Classification models are trained on both Dtrain and Dsyn,
and evaluated on Dtest. A thorough comparison between Dreal and Dsyn is conducted using
standardized metrics to assess the quality and potential biases in the synthetic data.

Fig. 3.1 Overview of the proposed methodology. (i) Data Partitioning: The real dataset
is divided into a training set (Dtrain) and a test set (Dtest) (ii) Data Generation: Synthetic
tabular data (Dsyn) is generated by LLM using a subset of (Dtrain) as in-context samples.
(iii) Classification model training: Various classification models are separately trained on
(Dtrain) and (Dsyn) and evaluated on (Dtest) following the TS-TR (Train on synthetic, Test on
real) approach. (iv) Data Evaluation: The generated (Dsyn) is separately evaluated for their
statistical fidelity, diversity, and fairness using both data-based and model-based approaches.
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3.2 Problem Formulation

Let Dreal = {(xi,yi)}M
i=1 be the original labeled dataset, where xi ∈ X and yi ∈ Y . Here,

X = {1, . . . ,k} represents the given feature vector,

Y = {0,1} represents the binary labels, and

M = |Dreal| is the total number of samples in the original dataset.

The goal is to generate a synthetic dataset, Dsyn, and then train a classification model f
on Dsyn. To achieve this, the data partitioning process is carried out as follows:

1. Data Partitioning: The dataset Dreal is divided into a training set Dtrain and a test set
Dtest, each containing 50% of the data while preserving the original class distribution.
Let

Dreal,0 = {(xi,yi) ∈ Dreal | yi = 0}, M0 = |Dreal,0|

and
Dreal,1 = {(xi,yi) ∈ Dreal | yi = 1}, M1 = |Dreal,1|

denote the subsets with y = 0 and y = 1, respectively. The training and test sets are
then defined by:

|Dtrain,0|= αM0, |Dtrain,1|= αM1, |Dtest,0|= (1−α)M0, |Dtest,1|= (1−α)M1

with α = 0.5, ensuring that both subsets reflect the original class imbalance.

2. In-Context Examples and Sampling Strategy: We define a subset Dsub ⊂ Dtrain

containing n samples, where n ∈ {20,40,100,200,500}. Dsub is selected using a
sampling method that accounts for the label distribution yi and the value of the sensitive
attribute S, where S ∈ {s1,s2}. Here, S = s1 represents the privileged group, and S = s2

represents the unprivileged group. This carefully selected subset Dsub is then provided
as in-context examples to the LLM in its prompt, as illustrated in Figure 3.1. In-context
learning leverages the LLM’s ability to interpret and generalize from a small number
of examples provided in the prompt (Brown et al., 2020; Wei et al., 2022b). Given
the LLM’s limited context window (Kaplan et al., 2020), only a constrained number
of examples Dsub can be included in the prompt. Therefore, the selection of these
representative samples is crucial; it ensures that the LLM effectively grasps the task
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at hand and generates high-quality synthetic data that accurately reflects the intended
fairness constraints.

• Random Sampling: Dsub is selected by randomly sampling n examples from
Dtrain, ensuring equal representation of each class y, without considering the
sensitive attribute S. This results in:

Dsub = {(xi,yi) ∈ Dtrain | yi = 0}∪{(xi,yi) ∈ Dtrain | yi = 1} ,

where the number of samples from each class is balanced:

|{(xi,yi) ∈ Dtrain | yi = 0}|= |{(xi,yi) ∈ Dtrain | yi = 1}|= n
2
.

Here, the sampling is uniform across Dtrain with equal representation of both
classes y = 0 and y = 1.

• Balanced Sampling: Dsub is drawn based on a balanced distribution of y with
respect to the sensitive attribute, S.

If n is the total length of Dsub, then Dsub will be drawn such that:

Dsub ={(xi,yi) ∈ Dtrain | yi = 0andS = s1}∪{(xi,yi) ∈ Dtrain | yi = 1andS = s1}
∪{(xi,yi) ∈ Dtrain | yi = 0andS = s2}∪{(xi,yi) ∈ Dtrain | yi = 1andS = s2}

where each quarter of Dsub is sampled as follows:

|{(xi,yi) ∈ Dtrain | yi = 0andS = s1}|= |{(xi,yi) ∈ Dtrain | yi = 1andS = s1}|=

|{(xi,yi) ∈ Dtrain | yi = 0andS = s2}|= |{(xi,yi) ∈ Dtrain | yi = 1andS = s2}|=
n
4
.

• Biased Sampling: Dsub is drawn with a 70-30 split based on y and the sensitive
attribute S. For the privileged group (S = s1), where the original data has more
y = 0, Dsub is adjusted to have 70% y = 1 and 30% y = 0. Conversely, for the
unprivileged group (S = s2), where the original data has more y = 1, Dsub is
adjusted to have 70% y = 0 and 30% y = 1. This adjustment aims to counteract
the original bias to ensure that the generated subset of data, Dsub has a distribution
that corrects for the skewed representation of classes in the original dataset.
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For the privileged group S = s1:

|{(xi,yi) ∈ Dtrain | yi = 1andS = s1}|= 0.7× n
2
,

|{(xi,yi) ∈ Dtrain | yi = 0andS = s1}|= 0.3× n
2
.

For the unprivileged group S = s2:

|{(xi,yi) ∈ Dtrain | yi = 0andS = s2}|= 0.7× n
2
,

|{(xi,yi) ∈ Dtrain | yi = 1andS = s2}|= 0.3× n
2
.

Given Dsub along with the prompt, a generative model G (represented by the LLM in
Figure 3.1) generates a synthetic dataset Dsyn as follows:

Dsyn = G(Dsub)

where G is conditioned on Dsub as in-context samples.

3. Training Classification Models on Real and Synthetic Data

We define two machine learning models:

• Real Data Model: freal : X → Y trained on Dtrain.

• Synthetic Data Model: fsyn : X → Y trained on Dsyn.

The training process for both models involves minimizing a loss function L :

freal = argminL ( f (Dtrain))

fsyn = argminL ( f (Dsyn))

To ensure comparability, both models freal and fsyn are evaluated on the same test
set Dtest using various performance and fairness metrics. The goal is to develop key
insights by comparing:

Cfair( freal,Dtest) vs. Cfair( fsyn,Dtest)



22 Methodology

Cperf( freal,Dtest) vs. Cperf( fsyn,Dtest)

Here, Cfair( f ,D) represents the fairness metric(s) calculated for a given model f on the
test dataset D. Similarly, Cperf( f ,D) denotes the performance metric(s) for the model
f on the same test dataset D. By comparing Cfair and Cperf across models trained
on real data ( freal) and synthetic data ( fsyn), we aim to assess how well the synthetic
data preserves the fairness and performance characteristics observed in models trained
on real data. This comparison is crucial for evaluating the utility of synthetic data,
particularly in contexts where fairness and accuracy are both critical considerations.

3.3 Data Generation

Synthetic data generation aims to train a generative model Gθ on real data Dreal to produce
synthetic samples Dsyn that replicate the statistical properties of Dreal (Raghunathan, 2021).
Traditional models like CTGAN (Xu et al., 2019b), TVAE (Xu et al., 2019b), NFLOW
(Durkan et al., 2019), TabDDPM (Kotelnikov et al., 2023), SMOTE (Chawla et al., 2002),
and GReaT (Borisov et al., 2022) often face limitations when the training dataset Dtrain

is small, leading to the generation of synthetic data that may lack diversity and accuracy
(Seedat et al., 2023). LLMs, with their vast pretraining, can overcome these limitations,
generating high-quality synthetic data even from limited samples and incorporating fairness
constraints through prompting (Chisca et al., 2024; Long et al., 2024; Zhao et al., 2023c).
This study leverages GPT-4o mini for data generation task due to its advanced capabilities and
cost-effectiveness (Achiam et al., 2023), offering superior intelligence over GPT-3.5-turbo
while maintaining similar speed (Kalyan, 2023; Ye et al., 2023).

In this approach, we use the LLM in its frozen black box state choosing not to fine-tune
based on the following key considerations.

1. Baseline Evaluation: Using the pre-trained model provides a baseline to assess its
inherent capabilities and biases, leveraging in-context learning (Radford et al., 2019).
This would help in understanding its natural tendencies in generating synthetic data
(Brown et al., 2020).

2. Generalization: It reflects the model’s generalization ability across tasks, crucial for
generating realistic synthetic data without domain-specific modifications (Perez et al.,
2021).
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3. Resource Efficiency: Fine-tuning requires substantial resources; by using the pre-
trained model, we focus on prompt engineering instead (Dodge et al., 2020; Strubell
et al., 2020).

4. Real-World Applicability: Many users lack the expertise or resources for fine-tuning,
making our approach more applicable to real-world scenarios where pre-trained models
are used with fairness prompts (Bender et al., 2021).

To harness the emergent abilities of LLMs—such as leveraging prior knowledge (Chowd-
hery et al., 2023; Petroni et al., 2019; Singhal et al., 2023), processing contextual information
(Raffel et al., 2020), and few-shot learning (Brown et al., 2020; Wei et al., 2023)—we de-
signed our LLM prompt in three parts (Figure 3.3 provides an example prompt, with details
for each prompt outlined in Section 4.1.3). :

• Data Description: A textual overview of the dataset, task, and feature meanings,
utilizing the LLM’s prior knowledge.

• In-context samples: Serialized samples from the training data (Dtrain) with features
and labels provided in text format.

• Instructions: Directives for generating a synthetic dataset (Dsyn) by identifying
structural and feature-label relationships, ensuring the data mirrors the examples with
and without fairness constraints.
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Sample Prompt for Generating Synthetic Data with Demographic Parity

Instructions: You are a synthetic tabular data generator. Leverage your knowledge of
criminal recidivism to generate 1000 realistic yet diverse and fair samples.
Ensure Demographic Parity on the basis of the ‘race’ feature. Demographic Parity
implies that both race_African-American and race_Caucasian should have an
equal probability of being assigned to the y=1 class.
I will provide real examples first. The synthetic data must maintain the original
label distribution while applying a uniform distribution to the sensitive ’race’ feature.
Mirror the given examples in causal structure and feature-label distributions while
also incorporating the specified fairness constraint, adjusting the influence of ’race’.

In-context samples: [{’sex’: 1.0, ’age’: 28.0, ... , ’c_charge_degree_M’: 0.0, ’y’: 1}...
...{’sex’: 1.0, ’age’: ..., ’c_charge_degree_M’: 0.0, ’y’: 0}]

Data Description: The output should be a markdown code snippet formatted in the
following schema, including the leading and trailing “‘{json} and “‘}:

‘‘‘json
{
"sex": string // feature column
"age": string // feature column
"juv_fel_count": string // feature column
"juv_misd_count": string // feature column
"juv_other_count": string // feature column
"priors_count": string // feature column
"age_cat_25-45": string // feature column
"age_cat_Greaterthan45": string // feature column
"age_cat_Lessthan25": string // feature column
"race_African-American": string // feature column
"race_Caucasian": string // feature column
"c_charge_degree_F": string // feature column
"c_charge_degree_M": string // feature column
"y": string // binary label, y

}

DO NOT COPY THE EXAMPLES. Ensure the generated data is realistic, diverse,
fair, and correctly conditioned on the features.
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3.4 Data Evaluation

Evaluating synthetic data is essential to assess whether it maintains the statistical properties
of the original dataset while adhering to fairness principles. This evaluation focuses on two
key aspects: data quality (Section 3.4.1) and fairness (Section 3.4.2).

3.4.1 Synthetic Data Quality Measure

The quality of synthetic data is assessed by how well it replicates the characteristics of real
data. Evaluation methods fall into two categories: the data-based approach (Section 3.4.1)
directly compares synthetic data with real data (Manousakas and Aydöre, 2023; Yang et al.,
2024), and the model-based approach (Section 3.4.2) involves training models on synthetic
data and evaluating them on real test data.

3.4.1.1 Data Based Evaluation

1. Fidelity (Resemblance or Similarity) Measure

Measures how closely synthetic data resembles real data. A high-fidelity synthetic
dataset should consist of samples that appear "realistic" (El Emam et al., 2020; Zhao
et al., 2021b). We assess univariate fidelity using Jensen-Shannon Divergence (JSD)
(Lin, 1991), bivariate fidelity through pairwise correlation visualized via heat maps
(Hittmeir et al., 2019), and multivariate fidelity using Wasserstein Distance (WD)
(Arjovsky et al., 2017). These metrics align with standard approaches for evaluating
statistical fidelity in synthetic datasets (Dankar et al., 2022b; El Emam et al., 2020).

• Jensen-Shannon Divergence (JSD): JSD measures the similarity between two
probability distributions (Dorodchi et al., 2019). It is a symmetric and finite
variant of Kullback-Leibler Divergence (KLD) (Kullback and Leibler, 1951),
defined for discrete distributions as:

DKL(P ∥ Q) =
k

∑
i=1

pi log
pi

qi
, (3.1)

and for continuous distributions as:

DKL(P ∥ Q) =
∫

∞

−∞

p(x) log
p(x)
q(x)

dx. (3.2)

pi and qi are the probabilities in distributions P and Q. KLD can be infinite if
the distributions have non-matching supports, as Q may assign zero probability
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where P does not. JSD (Lin, 1991) addresses this by smoothing the differences
between distributions.

• Wasserstein Distance (WD): WD is used in population fidelity assessments,
effectively addressing challenges posed by Kullback-Leibler Divergence (KLD)
(Dandekar et al., 2017) and Total Variation distance (TVD) (McKenna et al.,
2021), particularly with discontinuous mappings (Cheng et al., 2020).

Given two distributions µ and ν over a space M:

W1(µ,ν) = inf
γ∈Γ(µ,ν)

∫
M×M

d(x,y)dγ(x,y) (3.3)

where γ is a transport plan with marginals µ and ν , and d(x,y) is the distance
between points x and y in M.

WD is robust for comparing distributions over continuous or mixed variables,
mitigating numerical instability associated with JSD for continuous variables
(Zhao et al., 2021b).

Fidelity Metrics Interpretation

A lower JSD and WD value reflects greater fidelity, while higher values suggest
increased divergence from the original data (Daniels, 2014).

2. Diversity Measure

Assesses whether the generated sample capture the variability of the real data. A robust
generative model should produce diverse, high-quality samples (Alaa et al., 2022). We
evaluate these aspects using the precision recall score from (Sajjadi et al., 2018) which
provides a comprehensive assessment of both fidelity (precision) and diversity (recall)
in synthetic data generation, surpassing single metrics like FID (Heusel et al., 2017).
Precision measures how well generated samples align with the real data, while Recall
evaluates how comprehensively the generated data covers the real distribution.

Diversity Metrics Interpretation

Higher precision indicates better fidelity, while higher recall indicates better
diversity (Sajjadi et al., 2018).
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3.4.1.2 Model Based Evaluation

While data-based evaluation allows for direct comparison between synthetic and real tabular
data, challenges remain. A synthetic dataset that appears fair may not guarantee fair predic-
tions in downstream tasks (van Breugel and van der Schaar, 2023), as a model’s fairness can
be compromised when applied to real data due to shifts in feature distribution (Jordon et al.,
2022). This highlights the importance of model-based evaluation in assessing the fairness
and reliability of models trained on synthetic data.

1. Utility Measure The application fidelity (Dankar et al., 2022a) or utility of synthetic
data is primarily assessed through its performance in machine learning models (Dankar
et al., 2022b; Hutt et al., 2022). The widely recognized train-on-real, test-on-real
(TRTR) and train-on-synthetic, test-on-real (TSTR) methods involve training models
on real and synthetic datasets separately and evaluating their predictive performance
on a held-out real test set (Hutt et al., 2022; Manousakas and Aydöre, 2023). Using
an independent test dataset reduces the risk of data leakage from the original training
set (Hansen et al., 2023) and allows for a fair comparison between real and synthetic
data models. We employ the following utility measures to analyze synthetic data
performance relative to real data.

• Accuracy: Measures the proportion of correct predictions, ensuring consistent
performance across all groups. It is defined as:

Acc = P(Ŷ = Y ) =
T P+T N

T P+T N +FP+FN
(3.4)

where T P is True Positives, T N is True Negatives, FP is False Positives, and FN
is False Negatives.

• F1-Score: The harmonic mean of precision and recall, particularly useful for
imbalanced datasets. It is defined as:

Precision = P(Ŷ = 1 | Y = 1) =
T P

T P+FP
(3.5)

Recall = P(Y = 1 | Ŷ = 1) =
T P

T P+FN
(3.6)

F1 = 2 · Precision ·Recall
Precision+Recall

=
2T P

2T P+FP+FN
(3.7)

• AUC Score: Evaluates the model’s ability to distinguish between positive and
negative classes, defined as:



28 Methodology

AUC = P(Ŷpositive > Ŷnegative) (3.8)

where Ŷpositive and Ŷnegative are the model’s predicted scores for positive and
negative instances, respectively.

Utility Metrics Interpretation

Higher values of accuracy, F1-score, and AUC indicate better utility.

These metrics comprehensively assess model performance in downstream prediction tasks
and also directly compares synthetic data with real data to evaluate its realism.

3.4.2 Synthetic Data Fairness Measure

Previous research shows that LLMs like GPT-3 (Brown et al., 2020), GPT-3.5, and GPT-4
(Achiam et al., 2023) exhibit significant social biases (Abid et al., 2021; Basta et al., 2019),
which tend to worsen as models scale up (Askell et al., 2021; Ganguli et al., 2022a). These
biases stem from the human-generated training data that reflects societal stereotypes and
inequalities (Bolukbasi et al., 2016; Zhao et al., 2017), potentially leading to the reinforcement
of harmful patterns when generating synthetic data from biased datasets (Bender et al., 2021).
While traditional synthetic data evaluations focus on fidelity, diversity, and privacy, fairness is
often neglected (Dankar et al., 2022b; Espinosa and Figueira, 2023; Manousakas and Aydöre,
2023; van Breugel and van der Schaar, 2023). Given the potential for biases in synthetic data,
this research prioritizes fairness in its evaluation. While defining fairness is essential, there is
no universally accepted metric or guideline for measuring it (Caton and Haas, 2024; Mehrabi
et al., 2021).

"Broadly, fairness involves making decisions without prejudice or favoritism
based on inherent or acquired traits" - (Saxena et al., 2019).

3.4.2.1 Fairness Definition

This study focuses on five widely recognized fairness notions. For all fairness definitions, we
assume, Y as the actual outcome, Ŷ as the predicted outcome, and S as the sensitive attribute,
where S ∈ {s1,s2}, with s1 representing the privileged group and s2 the unprivileged group,
while X denotes the set of attributes excluding S.
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Predictive Outcome based Definition focuses on ensuring that the model’s predictions
Ŷ , are fair and consistent across different demographic groups, regardless of the input data
distribution.

1. Demographic / Statistical Parity:
Demographic Parity requires that the probability of receiving a positive prediction
(Ŷ = 1) is equal across different demographic groups (S = s1 and S = s2), ensuring
fairness irrespective of group membership (Corbett-Davies et al., 2017; Feldman et al.,
2015; Kamishima et al., 2012; Zemel et al., 2013).

P(Ŷ = 1 | S = s1) = P(Ŷ = 1 | S = s2) (3.9)

Predictive Outcome and Actual Outcome based Definition considers both the actual
outcome Y and the predicted outcome Ŷ across different groups.

1. Equal Opportunity:
This notion requires that the True Positive Rate (TPR) is equal across demographic
groups (S = s1 and S = s2), ensuring that individuals in the positive class are treated
fairly across different groups (Hardt et al., 2016; Pleiss et al., 2017):

P(Ŷ = 1 | Y = 1,S = s1) = P(Ŷ = 1 | Y = 1,S = s2) (3.10)

2. Equalized Odds:
Extending Equal Opportunity, Equalized Odds requires both TPR and False Positive
Rate (FPR) to be equal across groups, ensuring consistent positive outcomes across
classes (Berk et al., 2021; Verma and Rubin, 2018b):

P(Ŷ = 1 | Y = 1,S = s1) = P(Ŷ = 1 | Y = 1,S = s2) (3.11)

P(Ŷ = 1 | Y = 0,S = s1) = P(Ŷ = 1 | Y = 0,S = s2) (3.12)

Similarity based Definition asserts that individuals with similar attributes, except for the
sensitive attribute S should receive consistent outcomes, ensuring fairness across demographic
groups defined by S

1. Fairness through Awareness / Causal Discrimination: This criterion requires that
individuals with identical attributes X , except for the sensitive attribute S, receive the
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same predictions, ensuring equal treatment across demographic groups (Dwork et al.,
2012; Galhotra et al., 2017).

If Xi = X j, then Ŷi = Ŷj regardless of S.

2. Fairness through Unawareness: Asserts that a model is fair if it does not use sensi-
tive/protected attributes like race or gender in its decision-making process (Grgic-Hlaca
et al., 2016; Kusner et al., 2017).

f (X ,S) = f (X) (3.13)

This equation ensures that the model’s predictions are independent of the sensitive
attribute S.

General Fairness Definition: Beyond the five specific fairness definitions, we include
a broader and more general definition of fairness referring it as Generic Fairness. This
definition emphasizes overall fairness, ensuring the LLM’s outputs are fair, unbiased, and
equitable, without adhering to a specific fairness criterion.

3.4.2.2 Fairness Metrics

Fairness evaluations often use metrics derived from the confusion matrix (Barocas et al.,
2023; Zafar et al., 2017). In this study, we apply the corresponding adaptations of the fairness
definitions outlined in Section 3.4.2.1 to evaluate fairness metrics.

Data Based Evaluation: To evaluate fairness, we analyze class imbalances across
sensitive attributes in both real and synthetic datasets (Yang et al., 2024). We use parity-
based group fairness metrics—Statistical/Demographic Parity (Verma and Rubin, 2018a)
and Disparate Impact (Caton and Haas, 2020)—commonly used to assess how equitably
downstream models trained on synthetic data treat different demographic groups (Gupta
et al., 2021; Liu et al., 2024b; Vero et al.; Yang et al., 2024). Here, we adapt these metrics to
directly compare fairness between synthetic and real data, without relying on any intermediary
classifier. This approach is crucial for identifying inherent biases in synthetic data. We also
apply these metrics during model-based evaluations to assess how machine learning models
affect fairness. This addresses our core research question (Section 1.1):

"Do the biases in synthetic tabular data exacerbate when classified using down-
stream machine learning models?"
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1. Demographic Parity Difference (DPD): Measures the absolute difference in the
probability of a positive outcome between the privileged and unprivileged group within
the sensitive attribute. It can be calculated directly from the synthetic dataset as:

DPD =

∣∣∣∣∣∑
Ns2
i=1 1(Yi = 1 |S = s2)

Ns2

− ∑
Ns1
i=1 1(Yi = 1 |S = s1)

Ns1

∣∣∣∣∣ (3.14)

Where Ns1 and Ns2 represent the number of samples in the privileged group (S = s1)

and the unprivileged group (S = s2), respectively.

2. Disparate Impact (DI):

Assesses the ratio of the probability of a positive outcome between the unprivileged
and privileged groups. It can be calculated directly from the synthetic dataset as:

DI =

∑
Ns2
i=1 1(Yi=1 |S=s2)

Ns2

∑
Ns1
i=1 1(Yi=1 |S=s1)

Ns1

Where:

1(Yi = 1 |S = s2) is an indicator function that equals 1 if the outcome Yi = 1 for an
individual in the unprivileged group, and 0 otherwise.

1(Yi = 1 |S = s1) is an indicator function that equals 1 if the outcome Yi = 1 for an
individual in the privileged group, and 0 otherwise.

Model Based Evaluation:
Our approach evaluates the fairness of models trained on synthetic data using two key
principles: equal allocation and equal performance (Agarwal et al., 2018).

• Equal allocation ensures predicted outcomes are distributed fairly across groups,
measured by demographic parity difference (DPD).

• Equal performance requires consistent metrics across all groups, assessed via equalized
odds difference (EOD) and equal opportunity difference (EOP).

1. Demographic Parity Difference(DPD): Demographic/Statistical parity (in Section
3.4.2.1) can be quantified using DPD which requires PPV (positive predicted value) to
be equal across sensitive subgroups.

∆DPD =
∣∣P(Ŷ = 1 | S = s1)−P(Ŷ = 1 | S = s2)

∣∣ , (3.15)
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2. Equalized Odds Difference (EOD): Equalized odds (in Section 3.4.2.1) is measured
via EOD which requires equal TPR (true positive rate) and FPR (false positive rate)
across sensitive subgroups.

∆EOD = max
{∣∣P(Ŷ = 1 | Y = 0,S = s1)−P(Ŷ = 1 | Y = 0,S = s2)

∣∣ ,∣∣P(Ŷ = 1 | Y = 1,S = s1)−P(Ŷ = 1 | Y = 1,S = s2)
∣∣}, (3.16)

3. Equality of Opportunity (EOP): To quantify equality of opportunity, we calculate
the difference in EOP which requires TPR across sensitive subgroups to be equal:

∆EoO =
∣∣P(Ŷ = 1 | Y = 1,S = s1)−P(Ŷ = 1 | Y = 1,S = s2)

∣∣ , (3.17)

Furthermore for subgroup level fairness analysis we compute the differences of the
following measures across the privileged and unprivileged groups:

1. True Positive Rate (TPR)/Recall/Sensitivity: measures the proportion of actual
positive cases correctly identified by the model:

∆TPR = P(Ŷ = 1 | Y = 1,S = s1)−P(Ŷ = 1 | Y = 1,S = s2) (3.18)

=
TPs1

TPs1 +FNs1

− TPs2

TPs2 +FNs2

(3.19)

2. False Positive Rate (FPR): indicates the proportion of negative cases incorrectly
classified as positive by the model.

∆FPR = P(Ŷ = 1 | Y = 0,S = s1)−P(Ŷ = 1 | Y = 0,S = s2) (3.20)

=
FPs1

FPs1 +TNs1

− FPs2

FPs2 +TNs2

(3.21)

3. Positive Predictive Value (PPV)/Precision: assesses the probability of correct predic-
tions among all positive predictions

∆PPV = P(Y = 1 | Ŷ = 1,S = s1)−P(Y = 1 | Ŷ = 1,S = s2) (3.22)

=
TPs1

TPs1 +FPs1

− TPs2

TPs2 +FPs2

(3.23)
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4. Subgroup Accuracy: Two sensitive subgroups are considered fair if their accuracy
rates are equal.

∆Acc =
TPs1 +TNs1

TPs1 +TNs1 +FPs1 +FNs1

− TPs2 +TNs2

TPs2 +TNs2 +FPs2 +FNs2

(3.24)

Lower values in DPD, EOD, and EOP indicate better fairness, with 0 representing perfect
fairness. For DI, a value of 1 signifies absolute fairness, though the 80% rule is often applied
(Alessandra, 1988; van Breugel and van der Schaar, 2023). According to this rule, a predictor
may have a disparate impact if the positive outcome rate for a disadvantaged group (s2 = 1)
is less than 80% of that for a privileged group (s1 = 0) (Feldman et al., 2015).

Fairness Metrics Interpretation

• For DI, the model is deemed fair if the ratio falls between 0.8 and 1.25.

• For DPD, EOD, and EOP, fairness is achieved if the absolute value is smaller
than 0.1.

• For ∆TPR, ∆FPR, ∆PPV, and ∆Acc, the closer to zero, the better. Values less
than 0.1 are considered fair.

• Applying these thresholds ensures that while striving to reduce bias, we also
maintain a balance to minimize significant utility loss that might occur from
over-correcting the predictor (Saxena et al., 2020).

In this study, we aligned our evaluation measures with the key properties outlined by
(Saxena et al., 2020) for better synthetic data metrics. Our metrics provide insights into
fidelity, and diversity, additionally, fairness, are interpretable for balancing fairness and
utility, and support granular evaluation to identify underrepresented or high-risk groups. This
ensures a robust and comprehensive assessment of synthetic data quality.





Chapter 4

Evaluation

In this chapter, the research questions (Section 1.1) are addressed through the structure of
Sections 4.1 to 4.3. Section 4.1 details the experimental setup, providing the foundation
for the analyses that follow, sensitive attributes, LLM configuration, prompt design, and the
classification models used.

Section 4.3 directly addresses the research questions detailed in (Section 1.1) through its
subsections: Section 4.3.1 corresponds to Research Question 1(i), exploring how different
in-context samples affect LLM-driven synthetic data generation. Section 4.3.2 specifically
addresses Research Question 1(ii), investigating the effects of sampling methods (random vs.
biased) on synthetic data generation. Section 4.3.3 relates to Research Question 2, examining
whether fairness can be maintained in synthetic data through carefully designed prompts.

Each subsection in Section 4.3 is further divided into data-based and model-based
evaluations. Data-based evaluations assess the quality and fairness of the synthetic data
immediately after generation. Model-based evaluations then measure the performance and
fairness of the synthetic data when used for downstream prediction tasks, providing an
indirect measure of any biases introduced during the data generation process. This dual
approach ensures a comprehensive understanding of how bias manifest and potentially
exacerbate across different stages of data generation and modeling.

4.1 Experimental Setup

4.1.1 Dataset and Sensitive Attribute

For our experimental analysis, we utilized the widely used COMPAS dataset, particularly
fitting for fairness studies due to its relevance in assessing biases in recidivism prediction
(Brennan et al., 2009; Larson et al., 2016). Despite similar accuracy across races, COMPAS
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often assigns higher risk scores to Black defendants, favoring White defendants (Angwin
et al., 2022). Detailed descriptions of the 13 features used in our study, including sex, age,
charge degree, priors count, risk score, and the two-year recidivism outcome, are provided
in Table 4.1. The race attribute, categorized as "African-American" and "Not African-
American," is used as the sensitive attribute, with the dataset focusing on "Caucasian" and
"African-American" individuals.

Table 4.1 Features in the COMPAS Recidivism Dataset (Preprocessed).

Feature Type Description

Sex Categorical The gender of the individual.
Race Categorical The race of the individual, grouped into African-American and Not African-American.
Age Continuous The age of the individual.
Juv Fel Count Continuous The number of juvenile felony counts.
Juv Misd Count Continuous The number of juvenile misdemeanor counts.
Juv Other Count Continuous The number of other juvenile offenses.
Priors Count Continuous The number of prior convictions or charges.
Age Cat 25-45 Categorical Age category indicator: 25-45 years.
Age Cat Greater than 45 Categorical Age category indicator: Greater than 45 years.
Age Cat Less than 25 Categorical Age category indicator: Less than 25 years.
Race African-American Categorical Race indicator: African-American.
Race Caucasian Categorical Race indicator: Caucasian.
Charge Degree F Categorical Charge degree indicator: Felony (F).
Charge Degree M Categorical Charge degree indicator: Misdemeanor (M).
Two-Year Recid (Target) Binary The target variable indicating whether an individual recidivated within two years.

We worked with a preprocessed version of the COMPAS dataset1, available from the
OpenML repository2, which includes 5,278 samples and a binary label predicting whether
an individual will recidivate within two years, based on demographic and criminal history
information. The original dataset contains over 50 attributes (Angwin et al., 2016).

4.1.2 Large Language Model: GPT4o

Large Language Models (LLMs), known for their vast parameters and learning capabilities,
are key tools in modern AI (Chang et al., 2024; Zhao et al., 2023b). We utilized OpenAI’s
"gpt-4o-mini" model, released in March 2023 (Achiam et al., 2023), for its high-quality
output with reduced computational overhead (OpenAI, 2024). This model, pre-trained on
next-word prediction (Vaswani, 2017) and fine-tuned with RLHF (Christiano et al., 2017;
Ouyang et al., 2022), features a 128K token context window, valuable for fitting multiple
examples in prompts for synthetic data generation. Each experiment was conducted across 5
random seeds for robustness. The GPT configuration included a temperature of 0.9, a max
token limit of 4000, top-p at 0.95, and penalties for frequency (0) and presence (1).

1mlr3fairness developers. COMPAS Recidivism Risk Score Data Set. 2023. https://mlr3fairness.
mlr-org.com/reference/compas.html

2https://www.openml.org/search?type=data&status=active&id=42192

https://mlr3fairness.mlr-org.com/reference/compas.html
https://mlr3fairness.mlr-org.com/reference/compas.html
https://www.openml.org/search?type=data&status=active&id=42192
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4.1.3 Prompt Design

In a traditional in-context learning framework, an LLM L generates output y from a prompt
p as y = L(p). Typically, prompts include task context, in-context examples, and specific
instructions. In our setup, we construct the prompt p by combining instructions (I), in-context
examples (n), data description (d), and fairness rules ( f ), formally defined as p=Q(I, f ,n,d),
where Q(.) denotes their concatenation. Our analysis focuses on three primary prompt
categories (see Table 4.2), each designed to explore different aspects of synthetic data
generation.

Table 4.2 Overview of Prompt Categories and Sampling Methods.

Prompt Category Description Sampling Method No of IC Samples n

General Prompt Prompt with context, without fair-
ness constraint.

Random 20, 40, 100, 200, 500

Zero-Prior Prompt Prompt without context.
Random Optimal n
Balanced Optimal n
Biased Optimal n

Prompt with Fairness
Constraints

Prompt with context and fairness
constraint.

Balanced Optimal n

• General Prompt: This prompt includes contextual information like data description
and instructions but omits explicit fairness constraints. It primarily evaluates how vary-
ing the number of in-context (IC) samples (n = 20,40,100,200,500) affects synthetic
data realism, predictor performance, and fairness. This links to research question 1(i),
focusing on how the quantity of IC samples influences LLM-driven synthetic data
generation. Here, p = Q(I,n,d), with f = /0 (no fairness rules).

• Zero-Prior Prompt: This prompt excludes contextual information to assess the LLM’s
inherent knowledge, focusing on how different IC sampling methods (see Section
3.2) affect performance, fairness, and fidelity of the synthetic data. This approach
directly tests research question 1(ii), examining the effects of sampling methods. Here,
p = Q(n), with I = d = f = /0, isolating the impact of IC samples.

• Prompt with Fairness Constraints: This prompt incorporates fairness constraints
along with contextual instructions and data description p = Q(I, f ,n,d). It directly
addresses research question 2, exploring whether LLMs can understand and apply
fairness rules while maintaining the real data distribution and feature correlations.
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4.1.3.1 Framework for Prompts with and without fairness

Prompt w/o fairness

You are a synthetic tabular data generator. Your objective is to create data that mirrors
the given examples in terms of causal structure and feature-label distributions while
also ensuring the samples are as diverse as possible.
I will provide real examples first. Leverage your knowledge of criminal recidivism to
generate 1000 realistic yet diverse samples.
example data: {in-context examples, n}
{data_description, d}
Avoid copying the examples directly. Ensure new and diverse data such that the labels
are correctly conditioned on the features.

Prompt with fairness

You are a synthetic tabular data generator. Leverage your knowledge of criminal
recidivism to generate 1000 realistic yet diverse and fair samples.
{fairness_rule, f }
I will provide real examples first. The synthetic data must maintain the original
label distribution while applying a uniform distribution to the sensitive ’race’ feature.
Mirror the given examples in causal structure and feature-label distributions while also
incorporating the specified fairness constraint adjusting the influence of ’race’.
example data: {in-context examples, n}
{data_description, d}
DO NOT COPY THE EXAMPLES. Ensure the generated data is realistic, diverse,
fair and correctly conditioned on the features.

Note: Text highlighted in blue indicates the differences between the two prompts.

In our setup for generating synthetic data using COMPAS, the general prompt or prompt
without fairness is p = Q(I,n,d), where I is shown in Figure 4.1.3.1, d in Figure 4.1.3.1, and
n ∈ {20,40,100,200,500}.

For generating data with fairness notions, the prompt is p = Q(I, f ,n,d), with I in Figure
4.1.3.1, f in Table 4.11, d in Figure 4.1.3.1, and n being the optimal value from the general
prompt analysis. The fairness definitions in Table 4.11 are discussed in Section 3.4.2.1.
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Data description d in prompt

The output should be a markdown code snippet formatted in the following schema,
including the leading and trailing “‘{json} and “‘}:

‘‘‘json
{
"sex": string // feature column
"age": string // feature column
"juv_fel_count": string // feature column
"juv_misd_count": string // feature column
"juv_other_count": string // feature column
"priors_count": string // feature column
"age_cat_25-45": string // feature column
"age_cat_Greaterthan45": string // feature column
"age_cat_Lessthan25": string // feature column
"race_African-American": string // feature column
"race_Caucasian": string // feature column
"c_charge_degree_F": string // feature column
"c_charge_degree_M": string // feature column
"y": string // binary label, y

}

4.1.4 Classification Models

LLMs like GPT-4, despite their data generation strengths, are prone to inherent biases and
even with fine-tuning, often fail to achieve the fairness and generalization that traditional ML
models offer (Chhikara et al., 2024). Fine-tuning is also resource-intensive, making traditional
models more practical and reliable. Therefore, we used established ML models—logistic
regression (Cox, 1958), decision tree (Loh, 2011), random forest (Breiman, 2001), SVM
(Cortes, 1995), and XGBoost (Chen and Guestrin, 2016)—to evaluate the synthetic data
generated by GPT-4. These models are well-studied, generalize effectively to unseen data,
and offer a consistent benchmark across various tabular datasets (Kotelnikov et al., 2023).
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Fig. 4.1 Class distribution based on sensitive attribute "race"

(a) Correlation matrix (b) Performance vs fairness tradeoff

Fig. 4.2 (a) Correlation heatmap showing a positive correlation between African-American
and recidivism, and a negative correlation between Caucasian and non-recidivism (b) Scatter
plot showing a trade-off between model accuracy and fairness, with higher accuracy models
often having greater fairness disparities
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Table 4.3 Performance and Fairness Metrics for Different Classifiers on Real COMPAS data.

Performance Measure Fairness Measure

Classifier Acc ↑ F1 ↑ AUC ↑ DPD ↓ EOD ↓ EOP ↓

Decision Tree 0.6021 0.549 0.6019 0.158 0.1422 0.1531
Logistic Regression 0.6734 0.6351 0.7273 0.3217 0.3561 0.3561
Random Forest 0.6237 0.5958 0.6589 0.206 0.2362 0.1914
SVM 0.6741 0.6365 0.7302 0.2989 0.3197 0.3197
XGBoost 0.6616 0.6182 0.7018 0.2408 0.2617 0.2617

Note: Upward Arrow (↑) indicates that higher values are better for the performance metrics
(Acc, F1, AUC). Downward Arrow (↓) indicates that lower values are better for the fairness
metrics (DPD, EOD, EOP). The best values for each metric are highlighted in bold.

4.2 Original COMPAS Data Analysis

The preprocessed COMPAS dataset from OpenML3 contains around 5,000 samples with a
label imbalance: 53% for y= 0 (no risk of reoffending) and 47% for y= 1 (risk of reoffending
within two years). The label distribution shows racial disparity, with African-Americans
more likely to be classified as high-risk compared to Caucasians, as depicted in Figure 4.1.
The correlation heatmap in Figure 4.2 supports this, showing a slight positive correlation
(0.11) between race_African-American and y = 1, and a slight negative correlation (-0.13)
between race_Caucasian and y = 0.

Direct application of Disparate Impact (DI) and Demographic Parity Difference (DPD)
yields unfair results with DPD = 0.1345 and DI = 1.3452, where fairness is generally indicated
by DI in the range of 0.8-1.25 and DPD, EOD, and EOP values below 0.1 (see 3.4.2.2). Table
4.3 shows that while logistic regression and SVM deliver strong predictive performance, they
do so at the expense of fairness. Decision trees, though offering lower predictive accuracy,
exhibit better fairness. The fairness issues in logistic regression may arise due to its linear
nature, which can amplify biases by overemphasizing features like race. Simpler models
like decision trees may avoid these biases by not capturing complex feature interactions,
while more complex models like Random Forest and XGBoost are prone to capturing and
potentially amplifying subtle biases in the data.

The scatter plot in Figure 4.2 highlights a trade-off between fairness and predictive
accuracy, where models prioritizing accuracy often exhibit greater fairness disparities. An
interesting observation is that applying the DPD formula directly to the dataset yields a
value of 0.1345, but after using a Decision Tree classifier, it increases to 0.158, indicating
reduced fairness. This shift occurs because, initially, fairness is measured on raw data without

3https://www.openml.org/search?type=data&status=active&id=42192

https://www.openml.org/search?type=data&status=active&id=42192
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model influence. Once a classifier is introduced, it trains on the data, accounting for inter-
feature interactions, which can exacerbate or introduce biases as it optimizes for accuracy.
Consequently, the increase in DPD and reduction in fairness are tied to the classifier’s
handling of complex feature interactions, potentially amplifying existing biases.

Key Takeaways

• Logistic regression and SVM provide strong predictive performance but compro-
mise fairness, whereas decision trees offer better fairness at the cost of accuracy
demonstrating an accuracy-fairness tradeoff (Table 4.3)

4.3 Synthetic COMPAS Data Analysis

This analysis is structured into three key subsections, each corresponding to a different
prompt strategy (discussed in detail in Section 4.1.3):

4.3.1 Prompt without fairness/General Prompt

When generating synthetic tabular data using LLMs like GPT4, there isn’t any universally
agreed-upon "golden standard" for the number of in-context examples (IC samples) to provide
in a few-shot learning scenario. It largely depends on the specific task, the complexity of the
data, and the desired level of accuracy. This prompt assesses synthetic data fidelity without
imposing fairness constraints, focusing on the impact of varying IC sample sizes n where
n ∈ {20,40,100,200,500} on data realism and fairness. IC samples are randomly selected
with balanced classes, generating 1000 synthetic samples across 5 seeds for robustness.
Figure 4.3 shows that while synthetic data mirrors real data distribution, there is a slight
increase in racial bias, particularly with African-Americans classified as high-risk (y = 1).
This bias arises from initial imbalances in the IC samples, highlighting the risk of bias
transfer in synthetic data generation. To address this, balanced and biased sampling strategies
are explored in subsequent experiments.

4.3.1.1 Data-based Evaluation

Table 4.4 shows the performance of GPT-4-generated synthetic data with varying IC sample
sizes, evaluated on fidelity and diversity metrics.

The results indicate that 40 IC samples strike a "sweet spot" scross all metrics where
GPT-4 effectively captures the necessary patterns and relationships without overfitting or
underfitting. Additionally, the low standard deviations for 40 IC samples suggest stable
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Fig. 4.3 Label distribution based on race in real, in-context samples and synthetic COMPAS
data

Table 4.4 Effect of quantity of IC samples in synthetic data fidelity and diversity

No of IC Samples JSD (↓) WD (↓) Precision (↑) Recall (↑)

20 0.0228 (± 0.0022) 0.1458 (± 0.0182) 0.6307 (± 0.0336) 0.8708 (± 0.0335)
40 0.0209 (± 0.0046) 0.1322 (± 0.0451) 0.6519 (± 0.0215) 0.8751 (± 0.0453)

100 0.0217 (± 0.0035) 0.153 (± 0.0545) 0.6472 (± 0.0504) 0.7975 (± 0.0394)
200 0.0223 (± 0.0026) 0.1547 (± 0.0376) 0.6431 (± 0.0339) 0.8493 (± 0.0316)
500 0.0225 (± 0.0025) 0.1432 (± 0.0256) 0.6085 (± 0.0624) 0.8713 (± 0.0148)
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results. For example, the standard deviations for JSD and WD at 40 IC samples are among
the lowest, reinforcing the notion that 40 IC samples are a robust choice for synthetic data
generation. The optimal performance with 40 IC samples is likely due to GPT-4’s context
window limits, where adding more samples does not necessarily improve outcomes.

Table 4.5 Data based fairness evaluation on synthetic data varying number of IC samples

No of IC Samples DPD (↓) DI (≈ 1)

20 0.0743 (± 0.0368) 1.0923 (± 0.2459)
40 0.1334 (± 0.0987) 1.3501 (± 0.3036)

100 0.144 (± 0.0735) 1.3015 (± 0.1397)
200 0.1351 (± 0.1081) 1.3093 (± 0.2942)
500 0.1576 (± 0.0787) 1.3394 (± 0.163)

Real Data 0.1345 1.3452

Table 4.5 shows that 20 IC samples generate the least biased synthetic data, even fairer
than the real data, while 40 IC samples align closely with the real data’s fairness. The
improved fairness with 20 IC samples, despite the lack of fairness constraints, might be due
to the model having less data to overfit on existing biases, inadvertently leading to fairer
outcomes but at the cost of lower fidelity and diversity metrics like Precision and Recall.

4.3.1.2 Model-based Evaluation

To assess the impact of varying IC sample sizes on performance and fairness across different
classifiers, we conducted a comprehensive analysis summarized in Table 4.3. Logistic Re-
gression consistently provided the best accuracy and AUC, followed by SVM, while Decision
Tree performed worst in these metrics across all sample sizes n ∈ {20,40,100,200,500}.
However, Decision Tree showed less bias, highlighting the performance-fairness trade-off
observed in real COMPAS data in Table 4.5. Regarding the size of ic samples n, n = 40
yielded the best accuracy and AUC across classifiers, while fairness was optimal with n = 20
for Decision Tree and n = 100 for other classifiers, though with reduced performance. This
highlights that the performance-fairness trade-off still holds true for synthetic data (see Table
4.7).

Interestingly, for all sample sizes, DPD increases if calculated based on model prediction,
in comparison to the DPD that was computed directly on synthetic data (see Table 4.6),
indicating that bias exacerbates when synthetic data is used for prediction tasks. This finding
reinforces the idea that inter-feature interactions within the dataset can amplify existing
biases.
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Table 4.6 Comparison of DPD Metrics Across Different IC Sample Sizes

No of IC Samples DPD_data (↓) DPD_model (↓)

20 0.0743 (± 0.0368) 0.1174 (± 0.0737)
40 0.1334 (± 0.0987) 0.2120 (± 0.0617)

100 0.1440 (± 0.0735) 0.1846 (± 0.1102)
200 0.1351 (± 0.1081) 0.1775 (± 0.0644)
500 0.1576 (± 0.0787) 0.1464 (± 0.0499)

Real Data 0.1345 0.158

DPD_data: DPD directly computed on synthetic data. DPD_model: DPD based on predic-
tive performance using a Decision Tree classifier, which showed the best fairness compared
to other classifiers (as shown in Table 4.9).

Key Takeaways

1. Best outcomes in synthetic data realism are generally observed within the
20-40 sample range, highlighting that more data isn’t always better for in-
context learning-based generation. This insight is particularly valuable for data
efficiency, demonstrating that high-quality results can be achieved without the
need for large datasets—a crucial advantage in scenarios where data collection
is challenging or resource-intensive (see Table 4.4).

2. The initial racial bias against African-Americans in the synthetic data under-
scores the importance of careful IC sample selection, revealing the risk of bias
transfer and the need to explore balanced and biased sampling strategies in
further experiments (see Figure 4.3).

3. The fairness vs fidelity trade-off in synthetic data is consistent with real COM-
PAS data (see Table 4.7).

4. DPD increased when calculated based on model predictions compared to direct
computation on synthetic data, suggesting that prediction tasks can exacerbate
bias (see Table 4.6). This highlights the potential for inter-feature interactions
to amplify existing biases.

5. Despite achieving accuracy and AUC close to real data, synthetic data generally
increases bias compared to real data (see Table 4.7). This result is expected, as
the LLM was not explicitly guided to prioritize fairness in the data generation
process. Upcoming sections will explore fairness-constrained prompts using
n = 40 IC samples.
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Table 4.7 Performance and fairness evaluation for different classification models across
varying number of IC samples

IC Samples Performance Measure Fairness Measure

Acc (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree

20 0.5792 (± 0.0437) 0.5734 (± 0.0435) 0.1174 (± 0.0737) 0.1228 (± 0.0556) 0.1069 (± 0.0873)
40 0.6075 (± 0.0234) 0.6024 (± 0.0269) 0.212 (± 0.0617) 0.2396 (± 0.0578) 0.2522 (± 0.0787)

100 0.5791 (± 0.0485) 0.5764 (± 0.0445) 0.1846 (± 0.1102) 0.2006 (± 0.1316) 0.11 (± 0.1602)
200 0.5894 (± 0.0203) 0.5814 (± 0.0227) 0.1775 (± 0.0644) 0.187 (± 0.0681) 0.1716 (± 0.0613)
500 0.5523 (± 0.0265) 0.547 (± 0.0324) 0.1464 (± 0.0499) 0.1778 (± 0.0544) 0.1431 (± 0.0594)

Real Data 0.6021 0.6019 0.158 0.1422 0.1531

Logistic Regression

20 0.6353 (± 0.0321) 0.6864 (± 0.0351) 0.2489 (± 0.1518) 0.2809 (± 0.1423) 0.2481 (± 0.1946)
40 0.6482 (± 0.0217) 0.7099 (± 0.0135) 0.3027 (± 0.1152) 0.3490 (± 0.1139) 0.3490 (± 0.1139)

100 0.6000 (± 0.0722) 0.6464 (± 0.0896) 0.2142 (± 0.0983) 0.2484 (± 0.0879) 0.1648 (± 0.2064)
200 0.6387 (± 0.0297) 0.6687 (± 0.0552) 0.3092 (± 0.1354) 0.3352 (± 0.1600) 0.3352 (± 0.1600)
500 0.5920 (± 0.0844) 0.6272 (± 0.1327) 0.3065 (± 0.1746) 0.3397 (± 0.1616) 0.2975 (± 0.2203)

Real Data 0.6734 0.7273 0.3217 0.3561 0.3561

Random Forest

20 0.602 (± 0.0431) 0.6303 (± 0.0554) 0.1972 (± 0.1171) 0.2258 (± 0.1039) 0.1769 (± 0.1662)
40 0.6209 (± 0.0259) 0.6619 (± 0.0188) 0.2242 (± 0.1017) 0.2411 (± 0.1153) 0.2409 (± 0.123)

100 0.5842 (± 0.0285) 0.6114 (± 0.0638) 0.2277 (± 0.1184) 0.2375 (± 0.1262) 0.1304 (± 0.2342)
200 0.6161 (± 0.0216) 0.6408 (± 0.0304) 0.2753 (± 0.0771) 0.3024 (± 0.0969) 0.3034 (± 0.1088)
500 0.577 (± 0.0644) 0.607 (± 0.0767) 0.2264 (± 0.1608) 0.263 (± 0.1642) 0.2591 (± 0.1932)

Real Data 0.6237 0.6589 0.206 0.2362 0.1914

SVM

20 0.5968 (± 0.031) 0.6657 (± 0.0451) 0.1671 (± 0.0937) 0.1832 (± 0.0656) 0.1444 (± 0.0529)
40 0.6416 (± 0.0232) 0.7123 (± 0.0195) 0.2545 (± 0.0674) 0.2502 (± 0.0631) 0.2397 (± 0.0697)

100 0.5741 (± 0.0872) 0.6575 (± 0.0833) 0.1472 (± 0.111) 0.1569 (± 0.1004) 0.117 (± 0.1174)
200 0.6271 (± 0.0466) 0.6917 (± 0.0608) 0.2515 (± 0.1094) 0.2486 (± 0.108) 0.23 (± 0.1237)
500 0.596 (± 0.0782) 0.6517 (± 0.118) 0.1921 (± 0.105) 0.2073 (± 0.0707) 0.1557 (± 0.1208)

Real Data 0.6741 0.7302 0.2989 0.3197 0.3197

XGBoost

20 0.6033 (± 0.0427) 0.6416 (± 0.0643) 0.2075 (± 0.1273) 0.2246 (± 0.1166) 0.1953 (± 0.1682)
40 0.6233 (± 0.0216) 0.6679 (± 0.0257) 0.2415 (± 0.1034) 0.2604 (± 0.1145) 0.2604 (± 0.1145)

100 0.5781 (± 0.0548) 0.6211 (± 0.0668) 0.1826 (± 0.0978) 0.2057 (± 0.1051) 0.1209 (± 0.1939)
200 0.6228 (± 0.0232) 0.6611 (± 0.0341) 0.2576 (± 0.0561) 0.288 (± 0.0774) 0.288 (± 0.0774)
500 0.5773 (± 0.0595) 0.6063 (± 0.079) 0.2333 (± 0.1413) 0.262 (± 0.1516) 0.2421 (± 0.1815)

Real Data 0.6616 0.7018 0.2408 0.2617 0.2617
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4.3.2 Zero Prior Prompt (Prompt without context)

In this study, we assess the quality and fairness of synthetic data generated using zero-prior
prompts, where only in-context samples n = 40 are provided, without any descriptive context
or instructions. This experiment, discussed further in Section 4.1.3 aims to understand
the influence of LLM’s internal knowledge when generating data samples without explicit
natural language instructions. This approach allows us to observe how the model’s inherent
understanding impacts the generated outputs in the absence of guided context.

4.3.2.1 Data Based Evaluation

The analysis in Table 4.8 underscores the importance of contextual guidance in GPT-4’s
synthetic data generation. Without context, the model relies on internal knowledge, leading
to increased fidelity (higher precision) but reduced diversity (lower recall). Without context,
the model’s internal biases become more apparent as it replicates patterns it "knows" from the
provided IC samples without being directed to explore new or varied patterns. This results in
synthetic data that closely mirrors the training data but lacks broader exploration, as shown in
the t-SNE plot (Figure 4.4). In contrast, adding context enhances diversity (wider coverage)
while slightly decreasing fidelity, as the model is guided to explore beyond its internalized
patterns.

Precision and recall values in Table 4.8 reflect this trade-off, indicating that zero-prior
prompts closely replicates provided examples with almost no diversity with (Recall → 0),
whereas prompts with context better balance fidelity and diversity. This highlights the
necessity of including contextual information in prompts to effectively harness the LLM’s
potential for generating diverse and representative synthetic data, emphasizing the critical
role of thoughtful prompt design.

Table 4.8 Effect of sampling strategy on the quality of synthetic data

Prompt Category Sampling Method JSD (↓) WD (↓) Precision (↑) Recall (↑)

Zero prior Random 0.0133 (± 0.0037) 0.2609 (± 0.0485) 0.9209 (± 0.052) 0.04 (± 0.0)
Balanced 0.015 (± 0.0024) 0.2555 (± 0.0553) 0.93 (± 0.04) 0.110 (± 0.0023)
Biased 0.0143 (± 0.0028) 0.2673 (± 0.0465) 0.9185 (± 0.067) 0.061 (± 0.0012)

General prompt Random 0.0209 (± 0.0046) 0.1322 (± 0.0451) 0.6519 (± 0.0215) 0.8751 (± 0.0453)
Balanced 0.0289 (± 0.0034) 0.1131 (± 0.0326) 0.6769 (± 0.0255) 0.8962 (± 0.0335)
Biased 0.0309 (± 0.0018) 0.1402 (± 0.0541) 0.6233 (± 0.0125) 0.8543 (± 0.0371)

When evaluating fairness in synthetic data generated with n = 40 IC samples (see Table
4.9) using sampling strategies discussed in Section 3.2, balanced sampling generally yields
less biased results, although it doesn’t fully comply with the 80% rule (Alessandra, 1988).
Random sampling balances the outcome variable y, but may still skew the sensitive attribute S,
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Fig. 4.4 Synthetic data generated using prompt with and without context

Table 4.9 Data based evaluation of fairness using zero prior and different sampling strategies

Prompt Category Sampling Method DPD (↓) DI (≈ 1)

Zero prior/prompt without context Random 0.2042 (± 0.1485) 1.7922 (± 0.9535)
Balanced 0.1664 (± 0.0915) 1.0791 (± 0.4098)
Biased 0.5229 (± 0.1155) 0.3375 (± 0.0994)

General prompt Random 0.1334 (± 0.0987) 1.3501 (± 0.3036)
Balanced 0.1302 (± 0.0152) 1.3015 (± 0.4121)
Biased 0.3212 (± 0.0533) 0.4357 (± 0.0994)

Real Data - 0.1345 1.3452



4.3 Synthetic COMPAS Data Analysis 49

reflecting the original data’s bias towards Caucasians.In biased sampling, data is intentionally
skewed to reverse the original bias in the dataset. Although this method seeks to counteract
existing biases but it may introduce other disparities. Balanced sampling ensures equal
representation of both y and S, guiding GPT-4 towards equitable distributions.

4.3.2.2 Model Based Evaluation

Table 4.10 reveals that zero prior prompts with IC samples selected using a balanced sampling
strategy consistently reduced bias, as indicated by DPD, EOP, and EOD scores, almost
equivalent to models trained and tested on real data. This improvement in fairness likely
arises from the LLM generating data that reflects the less biased subset of IC samples.
Conversely, random and biased sampling strategies exacerbated bias. Hence, for subsequent
experiments with fairness-constrained prompts, we use the balanced sampling strategy.

Table 4.10 Model based performance and fairness evaluation for zero prior prompt using
different sampling techniques

Sampling Method Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree

Random 0.5853 (± 0.0236) 0.5224 (± 0.0227) 0.5944 (± 0.0234) 0.2709 (± 0.1426) 0.2759 (± 0.1385) 0.2643 (± 0.1317)
Balanced 0.5253 (± 0.0481) 0.5182 (± 0.0508) 0.5108 (± 0.0624) 0.1592 (± 0.1503) 0.1821 (± 0.137) 0.0936 (± 0.1572)
Biased 0.51 (± 0.0425) 0.457 (± 0.0872) 0.5102 (± 0.0419) 0.3325 (± 0.2094) 0.3946 (± 0.2064) 0.3213 (± 0.2354)
Real Data 0.6021 0.549 0.6019 0.158 0.1422 0.1531

Logistic Regression

Random 0.5965 (± 0.0713) 0.5861 (± 0.04) 0.6418 (± 0.0906) 0.3388 (± 0.1595) 0.353 (± 0.159) 0.2943 (± 0.2512)
Balanced 0.5423 (± 0.0531) 0.537 (± 0.1208) 0.5098 (± 0.1243) 0.283 (± 0.2034) 0.3245 (± 0.2334) 0.1798 (± 0.2424)
Biased 0.5348 (± 0.0395) 0.4904 (± 0.0805) 0.5578 (± 0.0482) 0.3512 (± 0.1532) 0.4078 (± 0.1779) 0.3518 (± 0.1805)
Real Data 0.6734 0.6351 0.7273 0.3217 0.3561 0.3561

Random Forest

Random 0.6098 (± 0.0266) 0.593 (± 0.0258) 0.6436 (± 0.0353) 0.2607 (± 0.1297) 0.2814 (± 0.1541) 0.2601 (± 0.1542)
Balanced 0.5206 (± 0.048) 0.5094 (± 0.1173) 0.5103 (± 0.1163) 0.1443 (± 0.1753) 0.1626 (± 0.1642) 0.0584 (± 0.1875)
Biased 0.5058 (± 0.0447) 0.4444 (± 0.072) 0.5102 (± 0.0527) 0.3035 (± 0.1088) 0.4088 (± 0.2631) 0.4802 (± 0.2747)
Real Data 0.6237 0.5958 0.6589 0.206 0.2362 0.1914

SVM

Random 0.6174 (± 0.0495) 0.584 (± 0.0784) 0.6729 (± 0.0625) 0.1851 (± 0.0842) 0.2096 (± 0.0826) 0.1722 (± 0.1066)
Balanced 0.5180 (± 0.0807) 0.4833 (± 0.1301) 0.5473 (± 0.1224) 0.1032 (± 0.1012) 0.1395 (± 0.0962) 0.0112 (± 0.1649)
Biased 0.5123 (± 0.0357) 0.4932 (± 0.1884) 0.5323 (± 0.0681) 0.1975 (± 0.0967) 0.2261 (± 0.0928) 0.1407 (± 0.1435)
Real Data 0.6741 0.6365 0.7302 0.2989 0.3197 0.3197

XGBoost

Random 0.6053 (± 0.0395) 0.599 (± 0.0225) 0.649 (± 0.0441) 0.211 (± 0.112) 0.2144 (± 0.1181) 0.2045 (± 0.1294)
Balanced 0.5385 (± 0.0451) 0.5377 (± 0.0845) 0.5568 (± 0.0399) 0.0954 (± 0.1439) 0.1264 (± 0.1441) 0.0999 (± 0.168)
Biased 0.5117 (± 0.0511) 0.4661 (± 0.0895) 0.4947 (± 0.0526) 0.2836 (± 0.1896) 0.3597 (± 0.1814) 0.277 (± 0.215)
Real Data 0.6616 0.6182 0.7018 0.2408 0.2617 0.2617
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Key Takeaways

1. Explicit guidance is essential for LLMs to accurately capture real data distribu-
tion when generating synthetic data (see Table 4.8 and Figure 4.4).

2. Balanced sampling of IC samples consistently reduce bias in synthetic data, mak-
ing it comparable to real data, whereas random and biased sampling exacerbate
existing biases (Table 4.10).

4.3.3 Prompt with Fairness Constraints

In this section, we conduct experiments using six distinct prompts, each designed with a
specific focus on fairness. Five of these prompts incorporate particular fairness constraints
aligned with the definitions outlined in Section 3.4.2.1. The prompts are provided in Table
4.11. Additionally, we also use a sixth prompt, referred to as "Generic Fairness," which
does not adhere to any specific fairness rule but instead provides general instructions to the
LLM to generate fair synthetic data (Table 4.11). Using these prompts, we generate synthetic
COMPAS datasets and evaluate them in terms of both quality and fairness. The results are
then compared with those obtained using a general prompt that does not explicitly address
fairness considerations and the original COMPAS data.

4.3.3.1 Data Based Evaluation

In the subsequent analysis, the different fairness notions are mapped to specific prompts
designed to enforce distinct fairness criteria (Table 4.11). The "No Fairness Constraint"
shown in Table 4.12 reflects the general prompt discussed in Section 4.1.3, which aims
to generate synthetic data that closely mirrors real in-context examples without explicitly
enforcing fairness. This provides a basis for comparison with synthetic data generated using
specific fairness notions.

Table 4.12 shows that while EOD and Causal Fairness achieve the lowest JSD and WD
values, the differences in these metrics across other fairness notions are minimal compared
to the no fairness constraint data. Precision ranges from 0.60 to 0.65, with EOD achieving
the highest precision, while recall ranges from 0.81 to 0.83, with Causal Fairness achieving
the highest recall. Overall, the quality of synthetic data declines when fairness constraints
are applied, particularly in recall, which decreases more than precision. This suggests that
applying fairness constraints prioritizes fidelity over diversity, resulting in synthetic data that
is less diverse but still relatively accurate. Such reduction in overall synthetic data quality is
expected, as the no-fairness prompt focuses on closely replicating real in-context examples,
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Table 4.11 Fairness Notions and Corresponding Fairness Rules, f

Fairness Notions Prompts adhering to respective fairness notions

Demographic Parity
(DP)

Ensure Demographic Parity on the basis of the ‘race’ feature.
Demographic Parity implies that both race_African-American
and race_Caucasian should have an equal probability of being
assigned to y=1 class.

Equal Opportunity
(EOP)

Ensure Equal Opportunity on the basis of the ‘race’ fea-
ture. True Positive Rate should be the same across both
race_African-American and race_Caucasian. The probabil-
ity of a person with a true label of y=1 being correctly classified
as y=1 should be the same for both races.

Equalized Odds
(EOD)

Ensure ‘Equalized Odds’ on the basis of the ‘race’ feature. True
Positive Rate and False Positive Rate should be the same across
both race_African-American and race_Caucasian. The prob-
ability of a person with a true label of y=1 being correctly classified
as y=1 and the probability of a person with a true label of y=0
being incorrectly classified as y=1 should be the same for both
races.

Causal Discrimination
(Causal)

Ensure ‘Causal Discrimination’ on the basis of the ‘race’ feature.
People having similar attributes should be assigned similar results.
Both races, race_African-American and race_Caucasian
with the same features should be assigned the same outcome,
that is, either both will be assigned y=1 or both will be assigned
y=0.

Fairness through Un-
awareness (FTU)

Ensure ‘Fairness through Unawareness’ on the basis of the ‘race’
feature. The outcomes or labels in the synthetic data should be
generated independently of any ‘race’ features. For any two in-
dividuals with the same attributes, the outcome should be similar
irrespective of race.

Generic Fairness
(Generic)

Ensure that the generated data is unbiased with respect to ‘race’.
Fairness, in this context, means treating all racial groups equitably,
ensuring that the synthetic data does not reflect, reinforce, or per-
petuate any discrimination or prejudice. The generated synthetic
data should be impartial and reasonable, providing morally right
outcomes with no racial group being advantaged or disadvantaged.
Maintain the overall distribution of labels and other non-sensitive
features as they appear in the original data. However, adjust the
influence of race so that it does not affect the distribution of labels
or outcomes, ensuring equitable and fair results across all racial
groups.
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Table 4.12 Evaluation of synthetic data quality using different fairness notions

Fairness Notion JSD (↓) WD (↓) Precision (↑) Recall (↑)

DP 0.02 (± 0.0021) 0.1351 (± 0.0194) 0.6217 (± 0.034) 0.805 (± 0.0407)
EOP 0.0224 (± 0.0019) 0.1585 (± 0.0171) 0.6203 (± 0.0215) 0.8202 (± 0.0361)
EOD 0.0197 (± 0.0029) 0.1258 (± 0.0183) 0.6536 (± 0.024) 0.8191 (± 0.0235)
Causal 0.0188 (± 0.0021) 0.1048 (± 0.0092) 0.642 (± 0.0372) 0.8358 (± 0.0425)
FTU 0.0222 (± 0.0016) 0.1419 (± 0.0137) 0.6042 (± 0.0299) 0.8265 (± 0.0369)
Generic 0.0224 (± 0.0019) 0.1585 (± 0.0171) 0.6203 (± 0.0215) 0.8202 (± 0.0361)

No fairness constraint 0.0209 (± 0.0046) 0.1322 (± 0.0451) 0.6519 (± 0.0215) 0.8751 (± 0.0453)

while fairness-incorporated prompts must balance realism with specific fairness criteria,
leading to slightly less faithful but fairer synthetic data across demographic groups. The
comparison of correlation heatmaps, as presented in Figure 4.5a, demonstrates that the LLM
effectively adhered to the fairness prompt, successfully reducing the correlation between the
outcome variable y and the sensitive attributes S from 0.13 (in Figure 4.5a) to 0.03 (in Figure
4.5c). The prompt containing no fairness notion also reduces the correlation slightly than
that of real data (in Figure 4.5b)

(a) Real Data (b) No fairness prompting (c) Generic fairness prompting

Fig. 4.5 Correlation heatmap for real and synthetic data

To further assess the effectiveness of fairness-incorporated prompts in generating syn-
thetic data that is not only realistic but also accurately represents the underlying distribution
of the sensitive race attribute, a subgroup-level analysis in Table 4.13 reveals that EOP,
EOD, and Causal Fairness perform well in maintaining fidelity, with Causal Fairness also
excelling in diversity. However, precision and recall dip slightly under fairness constraints
compared to the no fairness notion, as the model without fairness constraints better replicates
the COMPAS dataset’s variety but risks perpetuating existing biases.

Table 4.14 shows that all fairness notions, except Demographic Parity (DP), achieve
better fairness compared to the no fairness constraint prompt - which mirrors the bias in the
real data - when DPD and DI are directly computed on synthetic data. DP underperforms in
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Table 4.13 Sub-group level analysis of synthetic data quality based on sensitive attribute,
race.

Fairness Notion Precision (↑) Recall (↑)

African-American Caucasian African-American Caucasian

DP 0.6612 (± 0.0277) 0.655 (± 0.0528) 0.7834 (± 0.054) 0.854 (± 0.0352)
EOP 0.706 (± 0.033) 0.6763 (± 0.0305) 0.802 (± 0.0443) 0.8758 (± 0.0188)
EOD 0.6927 (± 0.0188) 0.6861 (± 0.0338) 0.8159 (± 0.0319) 0.8911 (± 0.0293)
Causal 0.6913 (± 0.0507) 0.6909 (± 0.0187) 0.8452 (± 0.0328) 0.8732 (± 0.031)
FTU 0.6732 (± 0.0309) 0.6578 (± 0.0538) 0.8023 (± 0.0478) 0.8883 (± 0.0189)
Generic 0.6661 (± 0.0299) 0.6456 (± 0.0426) 0.8006 (± 0.0388) 0.8669 (± 0.0472)

No fairness notion 0.7062 (± 0.0348) 0.728 (± 0.0368) 0.8774 (± 0.0278) 0.9095 (± 0.0431)

both fairness and subgroup fidelity and diversity (see Table 4.13), while other fairness notions
successfully balance these objectives, albeit with some reduction in overall data quality due
to the inherent trade-off.

Table 4.14 Data based evaluation of synthetic data fairness using different fairness notions

Fairness Notion DPD (↓) DI (≈ 1)

DP 0.1411 (± 0.0873) 1.3488 (± 0.2532)
EOP 0.0785 (± 0.033) 1.1446 (± 0.1051)
EOD 0.0715 (± 0.0496) 1.1067 (± 0.1575)
Causal 0.0716 (± 0.0352) 1.1221 (± 0.1265)
FTU 0.0367 (± 0.016) 0.979 (± 0.0718)
Generic 0.0322 (± 0.0278) 1.0104 (± 0.0788)

No fairness constraint 0.1334 (± 0.0987) 1.3501 (± 0.3036)

Real Data 0.1345 1.3452

4.3.3.2 Model Based Evaluation

Table 4.15 presents performance (accuracy, F1, AUC) and fairness (DPD, EOD, EOP)
metrics for six fairness prompts across five classifiers. Performance generally decreased
while fairness improved compared to the no fairness prompt. Decision Tree consistently
showed the best fairness but lower performance, while Logistic Regression excelled in
performance but struggled with fairness. These findings align with earlier observations
(in Table 4.3, 4.7), highlighting that simpler models like Decision Trees are fairer but less
accurate, whereas more complex models like Logistic Regression prioritize performance,
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often at the expense of fairness. Further, in Table 4.16, we represent the utility and fairness
metrics of different fairness notions using only the decision tree classfier (refer to Table A.1-
A.4 in the Appendix A for other classifiers) which revealed that, the model was successful in
generating fair synthetic data in most cases where DPD, EOD and EOP reduced below 0.1.

(a) Fairness prompt (b) Real data (c) No fairness prompt

Fig. 4.6 SHAP value analysis for feature importance across different datasets. The plots
display the impact of individual features on the model’s output, with higher SHAP values
indicating greater influence.

The SHAP analysis reveals that synthetic data generated using fairness prompt (Fairness
through Unawareness (FTU) in this case) (Figure 4.6a) significantly reduces the influence of
race on model predictions compared to the original biased data and synthetic data generated
without fairness constraints demonstrating the prompt’s effectiveness in mitigating bias. In
contrast, the real biased data shows a strong correlation between race and model output
(Figure 4.6b). The synthetic data generated without any fairness prompt still retains some bias
(Figure 4.6c). This underscores the importance of integrating fairness prompts in synthetic
data generation to achieve more equitable outcomes in downstream tasks.
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Table 4.15 Performance Metrics for Different Fairness Prompts using different classifiers

Demographic Parity Prompt

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.5225 (± 0.0486) 0.4762 (± 0.0511) 0.5171 (± 0.0513) 0.1476 (± 0.0894) 0.1621 (± 0.0835) 0.0665 (± 0.208)
Logistic Regression 0.5828 (± 0.0432) 0.533 (± 0.0606) 0.6176 (± 0.0591) 0.384 (± 0.2757) 0.3394 (± 0.2737) 0.3876 (± 0.2737)
Random Forest 0.5537 (± 0.0453) 0.5128 (± 0.0577) 0.5676 (± 0.0565) 0.2589 (± 0.2455) 0.2794 (± 0.2525) 0.2211 (± 0.2482)
SVM 0.5505 (± 0.0693) 0.4865 (± 0.1294) 0.5781 (± 0.089) 0.1477 (± 0.1562) 0.1661 (± 0.1472) 0.0869 (± 0.1414)
XGBoost 0.5541 (± 0.0601) 0.5022 (± 0.0783) 0.5666 (± 0.0876) 0.1986 (± 0.2664) 0.2072 (± 0.257) 0.1916 (± 0.2602)

Equal Opportunity Prompt

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.541 (± 0.0406) 0.5223 (± 0.0547) 0.5416 (± 0.0431) 0.0992 (± 0.1082) 0.1135 (± 0.0913) 0.0802 (± 0.0982)
Logistic Regression 0.6086 (± 0.0385) 0.6219 (± 0.0373) 0.6702 (± 0.038) 0.3715 (± 0.1805) 0.3713 (± 0.172) 0.3497 (± 0.1642)
Random Forest 0.5743 (± 0.0384) 0.5483 (± 0.0494) 0.5945 (± 0.0371) 0.1517 (± 0.1279) 0.1702 (± 0.1107) 0.1628 (± 0.1465)
SVM 0.5739 (± 0.0445) 0.5712 (± 0.0743) 0.6413 (± 0.055) 0.1532 (± 0.0687) 0.1825 (± 0.0516) 0.1137 (± 0.0727)
XGBoost 0.561 (± 0.0405) 0.5615 (± 0.0345) 0.596 (± 0.0478) 0.2178 (± 0.0963) 0.2235 (± 0.1012) 0.1905 (± 0.0946)

Equalized Odd Prompt

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.5441 (± 0.0138) 0.5042 (± 0.0457) 0.543 (± 0.0153) 0.0861 (± 0.0551) 0.096 (± 0.046) 0.0813 (± 0.0557)
Logistic Regression 0.596 (± 0.0327) 0.5981 (± 0.0447) 0.6519 (± 0.0257) 0.275 (± 0.1792) 0.2773 (± 0.1835) 0.2453 (± 0.1565)
Random Forest 0.5858 (± 0.0294) 0.5365 (± 0.0432) 0.577 (± 0.0412) 0.1744 (± 0.0995) 0.1914 (± 0.0783) 0.1385 (± 0.1053)
SVM 0.5663 (± 0.0387) 0.5938 (± 0.0595) 0.6032 (± 0.0483) 0.1452 (± 0.0739) 0.1667 (± 0.051) 0.0978 (± 0.0621)
XGBoost 0.5679 (± 0.0333) 0.5559 (± 0.0383) 0.5966 (± 0.0403) 0.167 (± 0.1016) 0.1834 (± 0.1168) 0.1404 (± 0.0942)

Causal Fairness

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.5518 (± 0.0344) 0.4879 (± 0.0528) 0.5451 (± 0.032) 0.1101 (± 0.0731) 0.139 (± 0.0648) 0.1075 (± 0.0658)
Logistic Regression 0.6275 (± 0.033) 0.5394 (± 0.0527) 0.6593 (± 0.036) 0.2391 (± 1.408) 0.2787 (± 0.1504) 0.2663 (± 0.1738)
Random Forest 0.5821 (± 0.0311) 0.5296 (± 0.0672) 0.6076 (± 0.0479) 0.1978 (± 0.1274) 0.2003 (± 0.1041) 0.1897 (± 0.1233)
SVM 0.5773 (± 0.0603) 0.4906 (± 0.065) 0.6107 (± 0.0765) 0.1233 (± 0.0709) 0.1541 (± 0.037) 0.1083 (± 0.0933)
XGBoost 0.5781 (± 0.03) 0.5128 (± 0.0493) 0.6084 (± 0.0389) 0.1485 (± 0.1048) 0.1633 (± 0.0897) 0.156 (± 0.0988)

Fairness Through Unawareness

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.5413 (± 0.0514) 0.5022 (± 0.0462) 0.5376 (± 0.0486) 0.086 (± 0.0974) 0.1012 (± 0.0943) 0.0735 (± 0.1343)
Logistic Regression 0.6128 (± 0.0596) 0.5829 (± 0.0664) 0.6464 (± 0.0319) 0.1871 (± 0.0566) 0.2045 (± 0.1194) 0.1376 (± 0.2)
Random Forest 0.5692 (± 0.0689) 0.5287 (± 0.0291) 0.6164 (± 0.0695) 0.1354 (± 0.1064) 0.1663 (± 0.1511) 0.1216 (± 0.0934)
SVM 0.5782 (± 0.0698) 0.5711 (± 0.0758) 0.5912 (± 0.0847) 0.1093 (± 0.0841) 0.1031 (± 0.0765) 0.0824 (± 0.0721)
XGBoost 0.5751 (± 0.0379) 0.5246 (± 0.0298) 0.6037 (± 0.0642) 0.097 (± 0.1007) 0.1165 (± 0.0624) 0.0824 (± 0.1003)

Generic Fairness

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.5173 (± 0.0255) 0.4799 (± 0.0293) 0.5131 (± 0.0223) 0.0288 (± 0.0186) 0.0596 (± 0.0288) 0.0034 (± 0.0372)
Logistic Regression 0.5682 (± 0.0748) 0.6057 (± 0.083) 0.6116 (± 0.1035) 0.1861 (± 0.2143) 0.2023 (± 0.068) 0.1323 (± 0.1499)
Random Forest 0.5269 (± 0.04) 0.5128 (± 0.0464) 0.5364 (± 0.0514) 0.0921 (± 0.075) 0.1315 (± 0.0752) 0.016 (± 0.1663)
SVM 0.522 (± 0.0802) 0.5887 (± 0.0676) 0.5341 (± 0.137) 0.0747 (± 0.0722) 0.0862 (± 0.0826) 0.0356 (± 0.0627)
XGBoost 0.527 (± 0.0307) 0.5025 (± 0.0359) 0.5351 (± 0.0419) 0.0876 (± 0.0561) 0.1024 (± 0.09) 0.0073 (± 0.096)

No Fairness Notion

Model Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

Decision Tree 0.6075 (± 0.0234) 0.5298 (± 0.0598) 0.6024 (± 0.0269) 0.212 (± 0.0617) 0.2396 (± 0.0578) 0.2522 (± 0.0787)
Logistic Regression 0.6482 (± 0.0217) 0.5553 (± 0.1022) 0.7099 (± 0.0135) 0.3027 (± 0.1152) 0.349 (± 0.1139) 0.349 (± 0.1139)
Random Forest 0.6209 (± 0.0259) 0.5251 (± 0.1082) 0.6619 (± 0.0188) 0.2242 (± 0.1017) 0.2411 (± 0.1153) 0.2409 (± 0.123)
SVM 0.6416 (± 0.0232) 0.6267 (± 0.0437) 0.7123 (± 0.0159) 0.2545 (± 0.0674) 0.2502 (± 0.0631) 0.2397 (± 0.0697)
XGBoost 0.6233 (± 0.0216) 0.5361 (± 0.0826) 0.6679 (± 0.0257) 0.2415 (± 0.1034) 0.2604 (± 0.1145) 0.2604 (± 0.1145)
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Table 4.16 Performance and fairness evaluation using decision tree and prompts with various
fairness notions

Fairness Notion Performance Measure Fairness Measure

Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

DP 0.5225 (± 0.0486) 0.4762 (± 0.0511) 0.5171 (± 0.0513) 0.1477 (± 0.1562) 0.1661 (± 0.1472) 0.0665 (± 0.208)
EOP 0.541 (± 0.0406) 0.5223 (± 0.0547) 0.5416 (± 0.0431) 0.0992 (± 0.1082) 0.1135 (± 0.0913) 0.0802 (± 0.0982)
EOD 0.5441 (± 0.0138) 0.5042 (± 0.0457) 0.543 (± 0.0153) 0.0861 (± 0.0551) 0.096 (± 0.046) 0.0318 (± 0.057)
Causal 0.5518 (± 0.0344) 0.4879 (± 0.0528) 0.5451 (± 0.032) 0.1101 (± 0.0731) 0.139 (± 0.0648) 0.1075 (± 0.0658)
FTU 0.5413 (± 0.0514) 0.5022 (± 0.0462) 0.5376 (± 0.0486) 0.086 (± 0.0974) 0.1012 (± 0.0943) 0.0735 (± 0.1343)
Generic 0.5173 (± 0.0255) 0.4799 (± 0.0293) 0.5131 (± 0.0223) 0.0288 (± 0.0186) 0.0596 (± 0.0288) 0.0334 (± 0.0372)

No fairness notion 0.6075 (± 0.0234) 0.5298 (± 0.0598) 0.6024 (± 0.0269) 0.212 (± 0.0617) 0.2396 (± 0.0578) 0.2522 (± 0.0787)

Real Data 0.6021 0.549 0.6019 0.158 0.1422 0.1531

Key Takeaways

1. Fairness constraints improve fairness but reduce synthetic data quality, especially
recall, prioritizing fidelity over diversity (Table 4.12, 4.13).

2. Decision Trees achieve better fairness with lower performance, while Logistic
Regression excels in performance but struggles with fairness (Table 4.15)

3. DP based prompts underperforms, while EOD, EOP, and Causal Fairness com-
paratively balances fidelity and fairness, though with some loss in data quality
(Table 4.16).

4. Decision Tree classifier effectively generates fair synthetic data, with DPD,
EOD, and EOP values below 0.1 in most cases (Table 4.16).

4.3.4 Subgroup Level Analysis using Fairness Prompts

Subgroup analysis based on sensitive attributes is essential for evaluating the impact of
fairness interventions on different demographic groups, especially in critical areas like
recidivism prediction. Table 4.17, 4.18, 4.19 presents utility measures for the decision
tree classifier which demonstrated the best fairness in Table 4.15, focusing on the African-
American (AA) and Caucasian (C) racial subgroups for each fairness notion. Table A.5 - A.8
in the Appendix A displays such subgroup analysis for the other classifiers. Each fairness
notion in the LLM prompt targets a specific aspect of fairness, such as Demographic Parity
(DP) focusing on PPV, Equal Opportunity (EOP) on TPR, and Equalized Odds (EOD) on
both TPR and FPR. While computing the primary metric for each fairness notion is crucial,
relying solely on it may not fully capture fairness. Therefore, we also examine the impact
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on other relevant metrics to gain a more comprehensive understanding of fairness dynamics.
The primary metric for each fairness notion is highlighted in yellow.

We begin evaluating with the TS-TR method of train-test which provides an understanding
of how well the synthetic data generalizes and whether the fairness constraints hold in a
real-world setting. To compare with original data model, we also implement the TR-TR
approach. Additionally, we perform a train-on-synthetic, test-on-synthetic (TS-TS) evaluation
performing an 80-20 split of the synthetic data across 5 random seeds to understand its internal
consistency. It determines whether the model is able to maintain fairness when applied to
data from the same distribution (i.e., the synthetic data) and assess whether synthetic data
has inherently enforced the fairness constraint as intended during generation.

Rationale for TS-TS (Train-on-Synthetic, Test-on-Synthetic) Evaluation:
In the TS-TR method of evaluation, the model was trained on a synthetic dataset that

reflects fairness (implied by fairness constraint prompts). When such models are tested on a
biased real-world dataset (e.g., COMPAS where predictions historically favored Caucasians
over African-Americans), it might lead to discrepancies in predictions.

As the model was trained to be fair, it might produce predictions (ŷ) that attempt to correct
the bias. For example, if the model has learned to treat African-American and Caucasian
individuals equally in terms of predicting recidivism risk, assigning similar probabilities to
both groups when predicting on the real dataset. However, if the real dataset’s ground truth
labels (y) are biased (e.g., higher rates of recidivism predictions for African-Americans), the
model’s fair predictions will not align with these biased labels. For instance, the model might
predict a lower risk of recidivism for African-Americans compared to what is reflected in
the biased real data. This could result in lower True Positive Rates (TPR) for the African-
American group or higher False Positive Rates (FPR) when compared to the biased ground
truth.

Such mismatch makes it challenging to interpret utility metrics. For example, a lower
True Positive Rate (TPR) for African-Americans in the test set could indicate that the model
is "correcting" for bias, but because the ground truth labels are biased, the model’s fair
predictions appear to perform poorly. This doesn’t mean the model is unfair; rather, it
indicates that the real dataset is not a suitable benchmark for evaluating fairness. Essentially,
the biased nature of the real dataset undermines the evaluation of fairness-focused models,
leading to potentially misleading conclusions. However, this discrepancy actually highlights
the bias in the real data rather than any flaw in the model. To better quantify fairness in this
context, synthetic-to-synthetic evaluations (TS-TS) or re-annotating and adjusting the real
dataset to reduce inherent biases before using it for evaluation can be considered. However,
re-annotations requires domain expertise and substantial manual effort which is not feasible
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in our context. Moreover, re-annotation might introduce new biases or inconsistencies if
not performed meticulously. Given these challenges, we opted for the TS-TS evaluation
approach. This will allow us to assess the model’s internal consistency and adherence to
fairness without being confounded by the biases present in the real dataset.

4.3.4.1 Demographic Parity

Table 4.17 Subgroup level analysis on demographic parity based prompt using decision tree

Utility Measure TS-TR with fairness TS-TR without fairness TR-TR TS-TS with fairness TS-TS without fairness

Acc_AA (↑) 0.5099 ± 0.0531 0.6016 ± 0.0308 0.5882 0.497 ± 0.0463 0.7077 ± 0.0645
Acc_C (↑) 0.5553 ± 0.0366 0.6097 ± 0.016 0.627 0.5679 ± 0.0323 0.6496 ± 0.0396
∆Acc -0.0454 ± 0.0645 -0.0081 ± 0.0347 -0.0388 -0.0709 ± 0.0554 0.0581 ± 0.0757

PPV_AA (↑) 0.5313 ± 0.0577 0.6333 ± 0.0326 0.6159 0.5697 ± 0.0641 0.7565 ± 0.0782
PPV_C (↑) 0.4326 ± 0.0332 0.5077 ± 0.0337 0.4957 0.4983 ± 0.1084 0.6339 ± 0.0401
∆PPV 0.0987 ± 0.0668 0.1256 ± 0.0468 0.1189 0.0714 ± 0.1252 0.1226 ± 0.0876

TPR_AA (↑) 0.491 ± 0.1109 0.5689 ± 0.0935 0.5609 0.5227 ± 0.0626 0.7474 ± 0.0581
TPR_C (↑) 0.4044 ± 0.0859 0.3053 ± 0.0684 0.4296 0.463 ± 0.0638 0.5976 ± 0.0658
∆TPR 0.0866 ± 0.1381 0.2636 ± 0.1164 0.1313 0.0597 ± 0.0891 0.1498 ± 0.0875

FPR_AA (↓) 0.4693 ± 0.0908 0.3626 ± 0.0786 0.3821 0.5454 ± 0.0674 0.376 ± 0.1254
FPR_C (↓) 0.3474 ± 0.0983 0.1941 ± 0.0555 0.2457 0.3519 ± 0.0519 0.3058 ± 0.0371
∆FPR 0.1219 ± 0.1332 0.1685 ± 0.0965 0.1364 0.1935 ± 0.0857 0.0702 ± 0.1307

Table 4.17 provides us with the following key observations:

1. Without Fairness Constraints: The difference in PPV between African American
and Caucasian groups increases significantly when fairness is not enforced, showing a
higher discrepancy (∆PPV = 0.1256 and 0.1226 for the two settings) compared to the
original data (∆PPV = 0.1189). This exacerbates the existing bias.

2. With Fairness Constraints: shows a reduction in the PPV disparity (∆PPV = 0.0987
and 0.0714), i.e., (∆PPV < 0.1), suggesting that fairness interventions are effective in
generating fair data in both real world and controlled synthetic environment scenario.

3. Accuracy Trade-offs: Implementing fairness constraints leads to a decrease in overall
accuracy across all settings. Because, the need to balance predictive outcomes across
racial groups can dilute the model’s ability to achieve the highest possible accuracy.

4. TPR disparity in TS-TR approach: DP-based constraints reduced TPR disparity
among both racial groups. For settings like TS-TR, where testing occurs on biased real
data, the decrease in TPR for African-Americans, although initially seeming negative,
is justified because the real-world dataset exhibits bias that results in disproportion-
ately higher positive outcomes for African Americans. When fairness constraints are
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introduced, they attempt to equalize the predictive outcomes between different racial
groups, which can result in a decrease in TPR for African Americans. This decrease is
an intended effect of reducing the bias that causes inflated positive outcomes for this
group.

5. TPR disparity in TS-TS approach In contrast, the controlled synthetic environment
reveals that fairness constraints reduce disparities without the same level of pre-existing
real-world bias like the former case. While the reduction in ∆TPR here also points to
successful fairness interventions, the overall lower TPR for both groups (compared to
the non-fairness scenario) suggests that the model is more conservative in predicting
positives under fairness constraints. Such a decrease in disparity (∆TPR) between
the groups, while reflective of a more balanced model, also indicates that the model’s
sensitivity is adjusted down for the unprivileged group to bring it in line with the
privileged group. This is an essential trade-off in fairness implementations, aiming to
reduce preferential biases but also affecting the overall detection rate of true positives.

6. Overcompensation Effects of Fairness Constraints on FPR: Fairness constraints
increased FPR for African Americans in both TS-TR and TS-TS scenarios compared
to the no fairness prompting, suggesting overcompensation while balancing PPV. Thus,
fairness interventions, while reducing one form of bias, might inadvertently introduce
or fail to adequately address another.

4.3.4.2 Equal Opportunity

Table 4.18 Subgroup level analysis on equal opportunity based prompt using decision tree

Utility Measure TS-TR with fairness TS-TR without fairness TR-TR TS-TS with fairness TS-TS without fairness

Acc_AA (↑) 0.5432 ± 0.0399 0.6016 ± 0.0308 0.5882 0.5576 ± 0.0811 0.7077 ± 0.0645
Acc_C (↑) 0.5389 ± 0.0517 0.6097 ± 0.016 0.627 0.5795 ± 0.0317 0.6496 ± 0.0396
∆Acc 0.0043 ± 0.0651 -0.0081 ± 0.0347 -0.0388 -0.0219 ± 0.0871 0.0581 ± 0.0757

PPV_AA (↑) 0.5612 ± 0.0345 0.6333 ± 0.0326 0.6159 0.5982 ± 0.0885 0.7565 ± 0.0782
PPV_C (↑) 0.4235 ± 0.0544 0.5077 ± 0.0337 0.4957 0.5789 ± 0.0834 0.6339 ± 0.0401
∆PPV 0.1377 ± 0.0644 0.1256 ± 0.0468 0.1189 0.0193 ± 0.1219 0.1226 ± 0.0876

TPR_AA (↑) 0.5590 ± 0.0998 0.5689 ± 0.0935 0.5609 0.6071 ± 0.0997 0.7474 ± 0.0581
TPR_C (↑) 0.4641 ± 0.0489 0.3053 ± 0.0684 0.4296 0.5643 ± 0.0689 0.5976 ± 0.0658
∆TPR 0.0949 ± 0.1114 0.2636 ± 0.1164 0.1313 0.0428 ± 0.1213 0.1498 ± 0.0875

FPR_AA (↓) 0.4740 ± 0.0629 0.3626 ± 0.0786 0.3821 0.5099 ± 0.0862 0.376 ± 0.1254
FPR_C (↓) 0.4128 ± 0.0796 0.1941 ± 0.0555 0.2457 0.4108 ± 0.0827 0.3058 ± 0.0371
∆FPR 0.0612 ± 0.1007 0.1685 ± 0.0965 0.1364 0.0991 ± 0.1194 0.0702 ± 0.1307

The observations from Table 4.18 are summarized as follows:
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1. Impact on TPR: The TPR for African-Americans decreases in both TS-TR and TS-TS
settings after applying fairness constraints, with the disparity in TPR (∆TPR) narrowing
to 0.0949 and 0.0428, respectively. This reduction shows that Equal Opportunity
principles are effectively integrated into the synthetic data generation. In contrast, the
∆TPR in the TR-TR setting is 0.1313 but escalates to 0.2636 in TS-TR when synthetic
data is generated without fairness guidelines. This increase highlights how the lack of
fairness considerations can amplify existing biases in the original data.

2. Effect on FPR: Fairness constraints slightly increase the FPR for both racial groups
but effectively lowers the disparity compared to scenarios without fairness measures.
This adjustment illustrates that fairness interventions can uniformly increase the rate of
false positives, potentially leading to overcompensations, yet they manage to maintain
a reduced disparity in FPR.

3. Accuracy versus Fairness Trade-off: The overall accuracy of the model decreases,
which underscores the common trade-off between maximizing model accuracy and
achieving fairness.

4.3.4.3 Equalized Odds

Table 4.19 Subgroup level analysis on equalized odds based prompt using decision tree

Utility Measure TS-TR with fairness TS-TR without fairness TR-TR TS-TS with fairness TS-TS without fairness

Acc_AA (↑) 0.5399 ± 0.0174 0.6016 ± 0.0308 0.5882 0.5842 ± 0.0333 0.7077 ± 0.0645
Acc_C (↑) 0.5479 ± 0.0409 0.6097 ± 0.016 0.627 0.5515 ± 0.0418 0.6496 ± 0.0396
∆Acc -0.0080 ± 0.0444 -0.0081 ± 0.0347 -0.0388 0.0327 ± 0.0534 0.0581 ± 0.0757

PPV_AA (↑) 0.5660 ± 0.0201 0.6333 ± 0.0326 0.6159 0.6056 ± 0.0857 0.7565 ± 0.0782
PPV_C (↑) 0.4299 ± 0.0406 0.5077 ± 0.0337 0.4957 0.5369 ± 0.0431 0.6339 ± 0.0401
∆PPV 0.1361 ± 0.0455 0.1256 ± 0.0468 0.1189 0.0687 ± 0.0955 0.1226 ± 0.0876

TPR_AA (↑) 0.5153 ± 0.0892 0.5689 ± 0.0935 0.5609 0.6004 ± 0.0444 0.7474 ± 0.0581
TPR_C (↑) 0.4471 ± 0.0844 0.3053 ± 0.0684 0.4296 0.5487 ± 0.0492 0.5976 ± 0.0658
∆TPR 0.0682 ± 0.1228 0.2636 ± 0.1164 0.1313 0.0517 ± 0.0660 0.1498 ± 0.0875

FPR_AA (↓) 0.4332 ± 0.0822 0.3626 ± 0.0786 0.3821 0.4295 ± 0.0421 0.376 ± 0.1254
FPR_C (↓) 0.3872 ± 0.0961 0.1941 ± 0.0555 0.2457 0.4521 ± 0.0707 0.3058 ± 0.0371
∆FPR 0.0460 ± 0.1259 0.1685 ± 0.0965 0.1364 -0.0226 ± 0.0825 0.0702 ± 0.1307

Table 4.19 reveals the following:

1. Impact of TPR and FPR: In TS-TR environment, both TPR and FPR for African-
Americans and Caucasians show significantly reduced disparities compared to settings
without fairness constraints indicating a successful application of Equalized Odds in
the data generation process, aiming for equal true and false positive rates across groups.
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2. Accuracy and PPV: Despite the consistent disparities in Accuracy and PPV between
racial groups under the Equalized Odds framework, individual accuracy and PPV for
each group decrease. This suggests that while Equalized Odds can promote fairness by
balancing disparities, it may also compromise the model’s overall performance and its
ability to accurately predict positive outcomes.

4.3.4.4 Causal Fairness

Causal fairness is defined by the principle that predictions should remain consistent for
individuals with similar relevant characteristics, regardless of their sensitive attributes. To
assess causal fairness within racial subgroups, we adopted counterfactual fairness analysis in
Table 4.20. This process involves generating counterfactual scenarios by altering the sensitive
attribute (for instance, changing race from African American to Caucasian) while keeping all
other features unchanged. We then compare the model’s predictions across these scenarios.
The key metric is the proportion of instances where the model’s prediction shifts solely due
to the change in the sensitive attribute. A lower proportion of such changes indicates a higher
level of causal fairness.

Table 4.20 Counterfactual fairness analysis

Classifiers Causal Fairness
Random Forest 0.1854 (± 0.044)
XGBoost 0.0 (± 0.0)
Logistic Regression 0.1276 (± 0.057)
Decision Tree 0.1594 (± 0.1285)
SVM 0.0163 (± 0.0081)

Table 4.20 reveals notable variations in their reliance on sensitive attributes across
classifiers. Random Forest and Decision Tree exhibits the highest causal fairness score,
indicating a significant dependence on sensitive features, leading to less fairness compared
to other models. In contrast, XGBoost achieves perfect counterfactual fairness with a score
of 0.0 (± 0.0) making it the fairest model in this context. SVM also demonstrates minimal
dependence ranking as one of the fairer models, albeit not as fair as XGBoost while Logistic
Regression shows a moderate level of dependence. This overall analysis underscores the
trade-offs between fairness and model complexity, with simpler models like XGBoost and
SVM generally exhibiting greater fairness.

To ensure that causal fairness does not lead to overall performance degradation, Table
4.21 displays accuracy anlaysis among subgroup levels revealing minimal accuracy trade-offs
across subgroups compared to scenarios without fairness constraints. This indicates that
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Table 4.21 Subgroup accuracy analysis with and without Causal Fairness notion across
classifiers

Classifiers Causal Fairness No Fairness Notion

Acc_AA Acc_C ∆Acc Acc_AA Acc_C ∆Acc

Random Forest 0.5829 ± 0.0255 0.5865 ± 0.0429 -0.0036 (± 0.0499) 0.613 ± 0.0396 0.6318 ± 0.0181 -0.0188 (± 0.0435)
XGBoost 0.5698 ± 0.0327 0.5833 ± 0.0622 -0.0135 (± 0.0703) 0.615 ± 0.0306 0.636 ± 0.0106 -0.0210 (± 0.0324)
Logistic Regression 0.6275 ± 0.0274 0.6344 ± 0.0246 -0.0069 (± 0.0368) 0.6475 ± 0.0259 0.6493 ± 0.017 -0.0018 (± 0.0310)
Decision Tree 0.5451 ± 0.0264 0.5676 ± 0.0404 -0.0225 (± 0.0483) 0.6016 ± 0.0308 0.6097 ± 0.016 -0.0081 (± 0.0347)
SVM 0.5777 ± 0.0436 0.5766 ± 0.0856 0.0011 (± 0.0961) 0.6392 ± 0.0226 0.6453 ± 0.0268 -0.0061 (± 0.0351)

among the examined fairness notions, causal fairness is particularly effective in balancing
the trade-off between fairness and performance.

4.3.4.5 Fairness through Unawareness (FTU)

To assess FTU, each prediction model was evaluated by training it twice: once with the
sensitive attribute (e.g., race) included as a feature, and once without it. The comparison
focused on key utility metrics such as accuracy, PPV, TPR, FPR. By observing the changes
in these metrics with and without the sensitive attribute S, we analyze the extent to which
the model’s predictions were influenced by that attribute (in Table 4.22). Smaller changes in
these metrics indicate stronger adherence of the generated synthetic data to the FTU principle
mentioned in the prompt suggesting that the model does not rely heavily on the sensitive
attribute in making predictions.

Table 4.22 Subgroup level analysis on various classifiers with and without sensitive attributes

Acc_AA (↑) Acc_C (↑) PPV_AA (↑) PPV_C (↑) TPR_AA (↑) TPR_C (↑) FPR_AA (↓) FPR_C (↓)

Decision Tree

with S 0.5414±0.0499 0.5361±0.0574 0.5687±0.0560 0.4242±0.0481 0.5170±0.0882 0.4451±0.0673 0.4319±0.1008 0.4053±0.1356
w/o S 0.5475±0.0515 0.5355±0.076 0.5768±0.0618 0.4265±0.066 0.5093±0.0863 0.4311±0.0562 0.4108±0.0971 0.3972±0.1607
diff (d) −0.0061±0.0718 0.0006±0.0951 −0.0081±0.0831 −0.0023±0.0812 0.0077±0.1236 0.0140±0.0877 0.0211±0.1394 0.0081±0.2082

Logistic Regression

with S 0.6229±0.0391 0.6042±0.0995 0.6565±0.0436 0.5425±0.0771 0.6347±0.1677 0.5024±0.2809 0.3805±0.1841 0.3302±0.3372
w/o S 0.6166±0.0417 0.6171±0.075 0.651±0.061 0.5502±0.0695 0.6432±0.2072 0.4985±0.2469 0.4124±0.2748 0.3064±0.2776
diff (d) 0.0063±0.0562 −0.0129±0.1236 0.0055±0.0753 −0.0077±0.1044 −0.0085±0.2655 0.0039±0.3704 −0.0319±0.3367 0.0238±0.4362

Random Forest

with S 0.5490±0.0435 0.5924±0.0172 0.5754±0.0434 0.4814±0.0214 0.5551±0.0910 0.4364±0.0896 0.4577±0.1463 0.3070±0.0821
w/o S 0.58±0.0141 0.5627±0.0487 0.6076±0.0257 0.449±0.0744 0.6076±0.0257 0.4505±0.0446 0.4045±0.0966 0.364±0.1138
diff (d) −0.0310±0.0454 0.0297±0.0514 −0.0322±0.0503 0.0324±0.0775 −0.0525±0.0944 −0.0141±0.0998 0.0532±0.1752 −0.0570±0.1409

SVM

with S 0.5791±0.0481 0.5768±0.1091 0.6033±0.0600 0.5024±0.0782 0.6586±0.2337 0.5689±0.2693 0.5078±0.2984 0.4182±0.3396
w/o S 0.5798±0.0492 0.5753±0.11 0.6045±0.0615 0.501±0.0808 0.6586±0.2325 0.501±0.0808 0.5062±0.2991 0.42±0.3396
diff (d) −0.0007±0.0690 0.0015±0.1543 −0.0012±0.0847 0.0014±0.1123 0.0000±0.3301 0.0679±0.2803 0.0016±0.4224 −0.0018±0.4803

XGBoost

with S 0.5583±0.0371 0.5652±0.0490 0.5867±0.0436 0.4576±0.0462 0.5440±0.0636 0.4617±0.1042 0.4261±0.1111 0.3681±0.1399
w/o S 0.5712±0.0301 0.5673±0.0638 0.5987±0.0408 0.4636±0.0619 0.5602±0.0857 0.4699±0.0749 0.4169±0.109 0.37±0.1461
diff (d) −0.0129±0.0480 −0.0021±0.0806 −0.0120±0.0603 −0.0060±0.0766 −0.0162±0.1068 −0.0082±0.1288 0.0092±0.1565 −0.0019±0.2023

Table 4.22 reveals the following observations across all classifiers.
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1. The differences in accuracy and PPV values between models trained with and without
sensitive attributes are relatively small across all classifiers.

2. TPR and FPR differences between models trained with and without sensitive attributes
show some variability, particularly in models like Random Forest and Logistic Re-
gression. However, this increase is not uniform across all classifiers, indicating some
models’ ability to correctly identify TPR and FPR is largely preserved even without
sensitive attributes.

3. Overall, GPT appears to have successfully generated synthetic data that aligns with
the FTU principle, as the models trained without the sensitive attribute still perform
comparably to those trained with it.

4.3.4.6 Generic Fairness

When measuring fairness across the overall synthetic dataset, the Generic Fairness prompt
yields the most favorable results, significantly reducing DPD, EOD, and EOP. However,
this improvement in fairness comes at the cost of the synthetic data’s quality. A more
detailed subgroup-level analysis, as shown in Table 4.23, reveals a nuanced picture: while
overall disparities in accuracy, PPV, TPR, and FPR are reduced under the Generic Fairness
prompt—leading to optimistic results in the overall fairness analysis (Table 4.16)—there is
a notable trade-off. Specifically across both TS-TR and TS-TS scenarios, utility measures
like accuracy, PPV, and TPR decrease across individual racial subgroups, and FPR increases,
indicating that the fairness intervention, while successful in reducing bias at a high level,
compromises the model’s performance within each subgroup. This trade-off highlights the
complexity of fairness interventions, where improvements in overall fairness may come at
the expense of utility in specific demographic groups.
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Table 4.23 Subgroup level analysis based on generic fairness

Utility Measure TS-TR with fairness TS-TR without fairness TR-TR TS-TS with fairness TS-TS without fairness

Acc_AA (↑) 0.5160 ± 0.0257 0.6016 ± 0.0308 0.5882 0.5469 ± 0.0641 0.7077 ± 0.0645
Acc_C (↑) 0.5271 ± 0.0321 0.6097 ± 0.016 0.627 0.5156 ± 0.0295 0.6496 ± 0.0396
∆Acc -0.0111 ± 0.0411 -0.0081 ± 0.0347 -0.0388 0.0313 ± 0.0936 0.0581 ± 0.0757

PPV_AA (↑) 0.5441 ± 0.0386 0.6333 ± 0.0326 0.6159 0.5772 ± 0.0368 0.7565 ± 0.0782
PPV_C (↑) 0.4098 ± 0.0225 0.5077 ± 0.0337 0.5299 0.5022 ± 0.0625 0.6339 ± 0.0401
∆PPV 0.1343 ± 0.0447 0.1256 ± 0.0468 0.086 0.0750 ± 0.0993 0.1226 ± 0.0876

TPR_AA (↑) 0.4885 ± 0.0820 0.5689 ± 0.0935 0.5609 0.5539 ± 0.0946 0.7474 ± 0.0581
TPR_C (↑) 0.4515 ± 0.0552 0.3053 ± 0.0684 0.4296 0.5022 ± 0.0625 0.5976 ± 0.0658
∆TPR 0.0370 ± 0.0988 0.2636 ± 0.1164 0.1313 0.0517 ± 0.1571 0.1498 ± 0.0875

FPR_AA (↓) 0.4540 ± 0.1094 0.3626 ± 0.0786 0.3821 0.4566 ± 0.0772 0.376 ± 0.1254
FPR_C (↓) 0.4241 ± 0.0856 0.1941 ± 0.0555 0.2457 0.4686 ± 0.0502 0.3058 ± 0.0371
∆FPR 0.0299 ± 0.1389 0.1685 ± 0.0965 0.1364 -0.0120 ± 0.1274 0.0702 ± 0.1307

Key Takeaways

1. DP, EOP and EOD based fairness prompts effectively reduce TPR and FPR
disparities between racial groups, promoting fairness but at the cost of reduced
accuracy and PPV. Overcompensation, particularly in FPR for underrepresented
groups, is a common downside, highlighting the classic trade-off between
fairness and model performance (Table 4.17, 4.18, 4.19).

2. Causal and FTU based prompts minimize the impact of sensitive attributes on
predictions, with Causal Fairness showing a strong balance between reducing
bias and preserving accuracy (Table 4.20, 4.21, 4.22).

3. FTU maintains fairness without using sensitive attributes but shows some vari-
ability in TPR and FPR, making it a strong, albeit slightly less consistent, option
(Table 4.22).

4. Generic approach broadly reduces bias but at the cost of significantly lower-
ing accuracy, TPR, and PPV, making it less effective where high predictive
performance is also required (Table 4.23).



Chapter 5

Discussion and Conclusion

In Section 5.1, we summarize the key takeaways that address each research question, high-
lighting the critical conclusions drawn from our analysis; Section 5.2 discusses the limitations
and outlines directions for future work, while Section 5.3 provides concluding remarks.

5.1 Key Takeaways

RQ1: Impact of Data

How do the characteristics of data used in prompts influence LLM-driven synthetic
data generation, specifically considering (i) the impact of the number of in-context
samples provided, and (ii) the effects of the sampling method employed, such as
random versus biased sampling?

Using 20-40 in-context (IC) samples is optimal for generating realistic and efficient
synthetic data using GPT, while balanced sampling effectively reduces bias.

Higher IC sample counts don’t necessarily improve data quality generated by GPT and
can amplify biases without fairness constraints. Balanced sampling, which equally represents
outcomes and sensitive attributes, consistently reduces bias, while random or biased sampling
can either maintain or exacerbate existing disparities.

RQ2: Bias Mitigation

Can biases in synthetic data be mitigated by using effective prompting strategies that
incorporate fairness rules or constraints while maintaining the real data distribution and
feature correlation intact? This question investigates whether LLMs can comprehend
and implement fairness criteria when guided by such prompts.
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Yes, biases in synthetic data can be mitigated using fairness-oriented prompts, though
this often results in a trade-off with predictive accuracy.

Our analysis shows that while most fairness measures achieve equitable outcomes, this
improvement in fairness comes with a significant reduction in performance. Efforts to balance
fairness across racial subgroups can worsen individual predictive metrics like TPR, FPR,
and PPV. Such poor performance observed in the Train-on-Synthetic, Test-on-Real (TS-TR)
setting is largely due to the misalignment between the fairness-focused synthetic data used
for training and the biased real-world data used for testing. In such cases, classification
models might produce fair predictions that conflict with the biased ground truth labels in the
real data, resulting in seemingly poor performance metrics. This highlights the limitations of
using biased real data as a benchmark for fairness, suggesting Synthetic-to-Synthetic (TS-TS)
evaluation or reannotation of the real dataset before using it for evaluation.

RQ3: Interaction with a Downstream Model

Do the biases present in synthetic tabular data exacerbate when classified using down-
stream machine learning models? This question assesses the fairness-related chal-
lenges associated with deploying LLM-generated synthetic tabular data and utilizing
it for downstream model prediction.

Yes, biases in synthetic tabular data are indeed exacerbated when classified using down-
stream machine learning models.

This amplification occurs because classifiers, particularly more complex ones like Ran-
dom Forest and XGBoost, account for inter-feature interactions that can intensify existing
biases as they optimize for accuracy. In contrast, simpler models like Decision Tree exhibit
better fairness, as they are less likely to capture and amplify these complex biases.

Based on both TS-TR and TS-TS based evaluation it can be concluded -

1. Causal Fairness based prompt is the most promising, balancing fairness with perfor-
mance.

2. FTU (Fairness through Unawareness) offers a good alternative by reducing reliance on
sensitive attributes.

3. DP, EOP, and EOD are effective for fairness but often reduce accuracy

4. Generic Fairness significantly compromises predictive performance to achieve broader
fairness improvements, ultimately resulting in superior fairness compared to other
approaches.
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5.2 Limitations and Future Work

While our study addresses several key aspects, we recognize certain limitations that could be
explored in future research.

1. Our study focuses exclusively on the GPT-4 model. Therefore, our conclusions are
specific to GPT-4 and cannot be generalized to other LLMs, which may exhibit varying
behaviors in terms of data generation, bias mitigation, and interaction with downstream
models. This model-specific focus limits the broader applicability of our findings.

2. The impact of data characteristics, like the number of in-context samples and sampling
methods, may differ based on the specific dataaset, context or domain. Since we only
used the COMPAS dataset, our results may not be applicable to other types of data or
use cases.

3. Although we aimed to address five widely used and significant type of bias and
fairness discussed in the literature, we did not cover every possible form of bias
comprehensively.

5.3 Concluding Remarks

This study aims to mitigate biases in tabular datasets through equitable synthetic data genera-
tion, promoting fair decision-making leveraging GPT-4’s emergent abilities. In summary,
while GPT-4 shows potential in generating fair synthetic data, achieving an optimal balance
between fairness and accuracy remains a challenge.
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Table A.1 Performance and Fairness Evaluation using Logistic Regression with Various
Fairness Notions

Fairness Notion Performance Measure Fairness Measure

Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

DP 0.5828 (± 0.0432) 0.533 (± 0.0606) 0.6176 (± 0.0591) 0.384 (± 0.2757) 0.3949 (± 0.2675) 0.3876 (± 0.2703)
EOP 0.6086 (± 0.0385) 0.6219 (± 0.0373) 0.6702 (± 0.038) 0.3715 (± 0.1805) 0.3713 (± 0.172) 0.3497 (± 0.1642)
EOD 0.596 (± 0.0327) 0.5981 (± 0.0447) 0.6519 (± 0.0257) 0.275 (± 0.1792) 0.2773 (± 0.1835) 0.2453 (± 0.1565)
Causal 0.6275 (± 0.033) 0.5394 (± 0.0527) 0.6593 (± 0.036) 0.2391 (± 1.408) 0.2787 (± 0.1504) 0.2663 (± 0.1738)
Unawareness 0.6182 (± 0.0509) 0.5829 (± 0.0668) 0.6464 (± 0.0634) 0.1871 (± 0.0566) 0.2043 (± 0.2194) 0.1376 (± 0.2)
Generic 0.5682 (± 0.0748) 0.5887 (± 0.0676) 0.6116 (± 0.1035) 0.1861 (± 0.2143) 0.2023 (± 0.068) 0.1323 (± 0.1499)
No fairness notion 0.6482 (± 0.0217) 0.5553 (± 0.1022) 0.7099 (± 0.0135) 0.3027 (± 0.1152) 0.349 (± 0.1139) 0.349 (± 0.1139)

Real Data 0.6734 0.6351 0.7273 0.3217 0.3561 0.3561

Table A.2 Performance and Fairness Evaluation using Random Forest with Various Fairness
Notions

Fairness Notion Performance Measure Fairness Measure

Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

DP 0.5537 (± 0.0453) 0.5128 (± 0.0577) 0.5676 (± 0.0655) 0.2589 (± 0.2455) 0.2794 (± 0.2525) 0.2007 (± 0.3357)
EOP 0.5743 (± 0.0384) 0.5483 (± 0.0494) 0.5945 (± 0.0371) 0.1517 (± 0.1279) 0.1702 (± 0.1107) 0.1628 (± 0.1465)
EOD 0.5585 (± 0.0294) 0.5365 (± 0.0352) 0.577 (± 0.0412) 0.1744 (± 0.0995) 0.1914 (± 0.0783) 0.1385 (± 0.1053)
Causal 0.5821 (± 0.0311) 0.5296 (± 0.0296) 0.5972 (± 0.0499) 0.1782 (± 0.1274) 0.2003 (± 0.1041) 0.1897 (± 0.1233)
Unawareness 0.5692 (± 0.0286) 0.5287 (± 0.0291) 0.5833 (± 0.0356) 0.1486 (± 0.124) 0.1665 (± 0.1511) 0.1216 (± 0.0934)
Generic 0.5269 (± 0.04) 0.5128 (± 0.0464) 0.5364 (± 0.0514) 0.0921 (± 0.075) 0.1315 (± 0.0752) 0.016 (± 0.1663)
No fairness notion 0.6209 (± 0.0259) 0.5251 (± 0.1082) 0.6619 (± 0.0188) 0.2242 (± 0.1017) 0.2411 (± 0.1153) 0.2409 (± 0.123)

Real Data 0.6237 0.5958 0.6589 0.206 0.2362 0.1914
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Table A.3 Performance and Fairness Evaluation using SVM with Various Fairness Notions

Fairness Notion Performance Measure Fairness Measure

Acc (↑) F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

DP 0.5505 (± 0.0693) 0.4865 (± 0.1294) 0.5781 (± 0.089) 0.1476 (± 0.0894) 0.1621 (± 0.0835) 0.0869 (± 0.1104)
EOP 0.5739 (± 0.045) 0.5712 (± 0.0734) 0.6413 (± 0.0555) 0.1532 (± 0.0687) 0.1825 (± 0.0516) 0.1137 (± 0.0727)
EOD 0.5663 (± 0.0387) 0.5938 (± 0.0595) 0.6032 (± 0.0385) 0.1452 (± 0.0739) 0.1667 (± 0.051) 0.0978 (± 0.0621)
Causal 0.5782 (± 0.0698) 0.4906 (± 0.065) 0.6107 (± 0.0776) 0.1233 (± 0.0709) 0.1541 (± 0.037) 0.1083 (± 0.0933)
Unawareness 0.5773 (± 0.0603) 0.5711 (± 0.0758) 0.5912 (± 0.1058) 0.1093 (± 0.0841) 0.1013 (± 0.0765) 0.0897 (± 0.071)
Generic 0.522 (± 0.0802) 0.6057 (± 0.083) 0.5341 (± 0.137) 0.0747 (± 0.0722) 0.0862 (± 0.0826) 0.0356 (± 0.0627)
No fairness notion 0.6416 (± 0.0232) 0.6267 (± 0.0437) 0.7123 (± 0.0159) 0.2545 (± 0.0674) 0.2502 (± 0.0631) 0.2397 (± 0.0697)

Real Data 0.6741 0.6365 0.7302 0.2989 0.3197 0.3197

Table A.4 Performance and Fairness Evaluation using XGBoost with Various Fairness
Notions

Fairness Notion Performance Measure Fairness Measure

Acc F1 (↑) AUC (↑) DPD (↓) EOD (↓) EOP (↓)

DP 0.5541 (± 0.0601) 0.5022 (± 0.0783) 0.5666 (± 0.0876) 0.1986 (± 0.2664) 0.2072 (± 0.257) 0.1916 (± 0.2602)
EOP 0.561 (± 0.0405) 0.5615 (± 0.0345) 0.596 (± 0.0478) 0.2178 (± 0.0963) 0.2235 (± 0.1012) 0.1905 (± 0.0946)
EOD 0.5679 (± 0.0333) 0.5559 (± 0.0383) 0.5966 (± 0.0403) 0.167 (± 0.1016) 0.1834 (± 0.1168) 0.1404 (± 0.0942)
Causal 0.5781 (± 0.03) 0.5128 (± 0.0493) 0.6084 (± 0.0389) 0.1485 (± 0.1048) 0.1633 (± 0.0897) 0.156 (± 0.0988)
Unawareness 0.5751 (± 0.0379) 0.5246 (± 0.0298) 0.5851 (± 0.0525) 0.097 (± 0.1007) 0.1165 (± 0.0624) 0.0824 (± 0.1003)
Generic 0.527 (± 0.0307) 0.5025 (± 0.0359) 0.5351 (± 0.0419) 0.0876 (± 0.0561) 0.1024 (± 0.09) 0.0073 (± 0.096)
No fairness notion 0.6233 (± 0.0216) 0.5361 (± 0.0826) 0.6679 (± 0.0257) 0.2415 (± 0.1034) 0.2604 (± 0.1145) 0.2604 (± 0.1145)

Real Data 0.6616 0.6182 0.7018 0.2408 0.2617 0.2617

Table A.5 Subgroup level analysis on a decision tree classifier trained on synthetic data
generated using different fairness notion

Fairness Notion Acc_AA (↑) Acc_C (↑) Recall_AA (↑) Recall_C (↑) FPR_AA (↓) FPR_C (↓) TNR_AA (↑) TNR_C (↑)

DP 0.566 ± 0.0427 0.6082 ± 0.0459 0.6458 ± 0.2043 0.2583 ± 0.1125 0.5212 ± 0.2539 0.1662 ± 0.1306 0.4788 ± 0.2539 0.8338 ± 0.1306
EOP 0.6016 ± 0.0307 0.6192 ± 0.0535 0.8065 ± 0.1444 0.4568 ± 0.1200 0.6221 ± 0.1844 0.2761 ± 0.1624 0.3779 ± 0.1844 0.7239 ± 0.1624
EOD 0.5874 ± 0.0257 0.6089 ± 0.0538 0.7351 ± 0.1628 0.4898 ± 0.1686 0.5739 ± 0.2267 0.3142 ± 0.1941 0.4261 ± 0.2267 0.6858 ± 0.1941
Causal 0.6275 ± 0.0274 0.6344 ± 0.0246 0.5551 ± 0.1075 0.2888 ± 0.1022 0.3030 ± 0.0695 0.1427 ± 0.0869 0.6970 ± 0.0695 0.8573 ± 0.0869
Unawareness 0.6229 ± 0.0391 0.6042 ± 0.0995 0.6347 ± 0.1677 0.5024 ± 0.2809 0.3805 ± 0.1841 0.3302 ± 0.3372 0.6195 ± 0.1841 0.6698 ± 0.3372
Generic 0.5693 ± 0.0577 0.5667 ± 0.1063 0.7206 ± 0.2071 0.5830 ± 0.2145 0.5960 ± 0.2881 0.4438 ± 0.2942 0.4040 ± 0.2881 0.5562 ± 0.2942

Real Data 0.6795 0.6641 0.7226 0.3665 0.3676 0.144 0.6324 0.856

Table A.6 Subgroup level analysis on random forest classifier trained on synthetic data
generated using different fairness notion

Fairness Notion Acc_AA (↑) Acc_C (↑) Recall_AA (↑) Recall_C (↑) FPR_AA (↓) FPR_C (↓) TNR_AA (↑) TNR_C (↑)

DP 0.5416 ± 0.0429 0.5549 ± 0.0724 0.5643 ± 0.2083 0.3578 ± 0.1298 0.4833 ± 0.1813 0.318 ± 0.1976 0.5167 ± 0.1813 0.682 ± 0.1976
EOP 0.5730 ± 0.0385 0.5749 ± 0.0475 0.6780 ± 0.1282 0.4442 ± 0.0682 0.4651 ± 0.1121 0.3408 ± 0.1028 0.5349 ± 0.1121 0.6592 ± 0.1028
EOD 0.5458 ± 0.0376 0.5699 ± 0.0402 0.5831 ± 0.1039 0.4451 ± 0.0625 0.4949 ± 0.1439 0.3496 ± 0.0924 0.5051 ± 0.1439 0.6504 ± 0.0924
Causal 0.5829 ± 0.0255 0.5924 ± 0.0172 0.5624 ± 0.0796 0.3602 ± 0.0760 0.3947 ± 0.0605 0.2676 ± 0.1165 0.6053 ± 0.0605 0.7324 ± 0.1165
Unawareness 0.5490 ± 0.0435 0.5865 ± 0.0429 0.5551 ± 0.0910 0.4364 ± 0.0896 0.4577 ± 0.1463 0.3070 ± 0.0821 0.5423 ± 0.1463 0.6930 ± 0.0821
Generic 0.5243 ± 0.0530 0.5336 ± 0.0323 0.5370 ± 0.1280 0.5175 ± 0.1100 0.4896 ± 0.1524 0.4560 ± 0.1010 0.5104 ± 0.1524 0.5440 ± 0.1010
Real Data 0.6203 0.6061 0.6598 0.4515 0.4229 0.2942 0.5771 0.7058
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Table A.7 Subgroup level analysis on SVM classifier trained on synthetic data generated
using different fairness notion

Fairness Notion Acc_AA (↑) Acc_C (↑) Recall_AA (↑) Recall_C (↑) FPR_AA (↓) FPR_C (↓) TNR_AA (↑) TNR_C (↑)

DP 0.5452 ± 0.0581 0.5585 ± 0.09 0.5122 ± 0.2455 0.4252 ± 0.1713 0.4187 ± 0.2164 0.3556 ± 0.182 0.5813 ± 0.2164 0.6444 ± 0.182
EOP 0.5719 ± 0.0276 0.5768 ± 0.1091 0.8195 ± 0.2376 0.5544 ± 0.2242 0.5331 ± 0.2332 0.4088 ± 0.232 0.4699 ± 0.2332 0.5912 ± 0.232
EOD 0.5681 ± 0.0226 0.5635 ± 0.0673 0.7293 ± 0.1956 0.6316 ± 0.2116 0.6079 ± 0.2438 0.4804 ± 0.2248 0.3921 ± 0.2438 0.5196 ± 0.2248
Causal 0.5791 ± 0.0481 0.5768 ± 0.0747 0.4700 ± 0.0877 0.3617 ± 0.0807 0.3046 ± 0.0650 0.2848 ± 0.1629 0.6954 ± 0.0650 0.7152 ± 0.1629
Unawareness 0.5777 ± 0.0436 0.5766 ± 0.0856 0.6586 ± 0.2337 0.5689 ± 0.2693 0.5078 ± 0.2984 0.4182 ± 0.3396 0.4922 ± 0.2984 0.5818 ± 0.3396
Generic 0.5505 ± 0.0638 0.4790 ± 0.1090 0.6680 ± 0.1819 0.7840 ± 0.2417 0.7433 ± 0.3017 0.7177 ± 0.2959 0.2567 ± 0.3017 0.2823 ± 0.2959
Real Data 0.677 0.6698 0.7129 0.3932 0.3623 0.1518 0.6377 0.8482

Table A.8 Subgroup level analysis on XGBoost classifier trained on synthetic data generated
using different fairness notion

Fairness Notion Acc_AA (↑) Acc_C (↑) Recall_AA (↑) Recall_C (↑) FPR_AA (↓) FPR_C (↓) TNR_AA (↑) TNR_C (↑)

DP 0.5456 ± 0.0512 0.5669 ± 0.0756 0.5498 ± 0.1981 0.3583 ± 0.0959 0.459 ± 0.1987 0.2986 ± 0.1737 0.541 ± 0.1987 0.7014 ± 0.1737
EOP 0.5652 ± 0.036 0.5833 ± 0.0622 0.6701 ± 0.0739 0.4485 ± 0.0622 0.5154 ± 0.0848 0.3064 ± 0.0659 0.4846 ± 0.0848 0.6936 ± 0.0659
EOD 0.5583 ± 0.0461 0.5825 ± 0.0236 0.6258 ± 0.1018 0.4854 ± 0.0653 0.5154 ± 0.1489 0.3549 ± 0.0685 0.4846 ± 0.1489 0.6451 ± 0.0685
Causal 0.5698 ± 0.0327 0.5975 ± 0.0263 0.5312 ± 0.0785 0.3752 ± 0.1098 0.3881 ± 0.0654 0.2826 ± 0.1591 0.6119 ± 0.0654 0.7174 ± 0.1591
Unawareness 0.5583 ± 0.0371 0.5652 ± 0.0490 0.5440 ± 0.0636 0.4617 ± 0.1042 0.4261 ± 0.1111 0.3681 ± 0.1399 0.5739 ± 0.1111 0.6319 ± 0.1399
Generic 0.5203 ± 0.0401 0.5372 ± 0.0302 0.5160 ± 0.0816 0.5087 ± 0.1341 0.4751 ± 0.1482 0.4444 ± 0.1336 0.5249 ± 0.1482 0.5556 ± 0.1336

Real Data 0.665 0.6565 0.6695 0.4078 0.3399 0.1831 0.6601 0.8169
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