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Abstract

In this project we leverage recent advances in Large Language Models (LLM) preference
optimisation to align the LLM using a preference set generated through Minimum Bayes risk
(MBR) decoding. MBR decoding is a two pass decoding method, that effectively addresses
some of the weaknesses of commonly used single pass decoding methods. MBR decoding
has shown to enhance the performance and diversity of the generated outputs compared to
single pass decoding methods. Yet MBR’s superior performance comes at a cost, as a it
scales quadratically with the number of samples. This renders MBR impractical to use at
inference time.

Unsupervised preference learning using a preference set generated through MBR
enables the model to learn the MBR preferences, and match the MBR performance through a
single pass decoding algorithm. We validate the efficacy of this method on three different
tasks: Question Answering on StrategyQA, Summarization on CNN/DM, and Question
Generation on SquadV2. To align the models, we use Direct Preference Optimization (DPO)
and Kahneman-Tversky Optimization (KTO). We investigate the performance of the chosen
alignment methods with different degrees of regularization and different preference set
generation strategies. We find that DPO achieves on all three tasks the best performance.
Guided by MBR data properties, we explain why DPO outperforms KTO.

Our work shows the efficacy of unsupervised preference learning using MBR data, as it
works across tasks and alignment techniques.
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Chapter 1

Introduction

Large Language models (LLM) demonstrate strong ability to generate human-like text
on Natural Language Generation (NLG) tasks. The decoding algorithm used to generate texts
from LLMs is critical to their performance. Single pass decoding algorithms are commonly
used, yet they suffer from known issues. For instance, Beam Search, a popular single pass
decoding algorithm, can generate repetitive, bland and less diverse outputs [28], and favours
shorter sentences [11]. Other sampling based approaches, like temperature sampling, may
produce more diverse outputs of lower quality.

Minimum Bayes risk (MBR) decoding is a powerful method first introduced for speech
recognition [50, 23], but has gained increasing popularity in machine translation [20, 36, 15].
It is a two pass decoding algorithm that chooses the output based on the lowest risk among a
list of samples. MBR’s gains are not restricted to machine translation, as it has been proven
to work on a wide variety of NLG tasks [52, 32, 33]. Despite its superiority to standard
decoding methods, MBR remains prohibitively expensive to run at inference time with a
time complexity of O(n2). Although recent advances have made the risk calculation of MBR
more efficient [31, 9, 59], it remains impractical to run at inference time, especially that
sampling multiple hypotheses from LLMs can be time consuming.

Yang et al. [62] has shown that Direct Preference Optimization (DPO), a recent pref-
erence optimization algorithm, can be used to improve the models’ single-pass decoding
performance by curating preference pairs from MBR rankings. The recent preference opti-
mization literature has proposed various techniques that draw inspiration from DPO to build
algorithms that fix some of DPO’s shortcomings. For example, Ethayarajh et al. [16] identi-
fied some weaknesses inherent to DPO like loss aversion. They design Kahneman-Tversky
Optimization (KTO) to address the identified limitations of DPO.

In this project, we aim to extend Yang et al. [62] method, which was only experimented
on Machine Translation, to different NLG tasks, specifically, Summarization on CNN/DM
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[26, 39], Question Answering on StrategyQA [48] and Question Generation on SquadV2
[43]. Additionally, we investigate whether KTO, an alternative preference optimization
algorithm to DPO, can be applied in this pipeline.

Firstly we replicate the literature’s baseline results for MBR [33, 32, 52]. After val-
idating the efficacy of MBR, we conduct an investigation on the effect that key decoding
hyper-parameters have on the output. We showcase the behaviour of MBR ranking compared
to the Oracle ranking, a ranking based on the reference hypothesis.

In the second part we validate the efficacy of the proposed method on our selected NLG
tasks. We investigate both DPO and KTO’s performance with different dataset generation
methods, and multiple degrees of regularization. We show that both algorithms improve the
model’s single pass decoding performance on all three tasks. We notice that KTO under-
performs compared to DPO. Finally, we explain these conflicting results through the nature
of the MBR data. We identify several properties of the MBR data that makes it unsuitable for
KTO.

We summarize our main contributions like so:

1. We validate the enhanced performance of MBR compared to single pass decoding on
the three selected tasks, and analyse MBR’s behaviour.

2. We confirm that DPO and KTO with MBR works on the three tasks.

3. We investigate the efficacy of MBR+preference optimization with different dataset gen-
eration methods and different degrees of regularization for both alignment techniques.

4. We provide an analysis of KTO and DPO’s behaviour as training progresses.

5. We provide an explanation based on MBR data properties, why DPO works better than
KTO.



Chapter 2

Background and Literature Review

In this chapter, we present the relevant concepts used in this project and discuss related
literature pertinent to our research. Firstly, we delve into sampling methods in Section 2.1,
where we introduce deterministic and stochastic sampling strategies along with discussions
about their limitations. We end the section with Minimum Bayes Risk Decoding as a
decoding method. Section 2.2 presents three different methods for preference optimization
from human feedback. Finally, Section 2.3 explains how MBR can be used with preference
optimization techniques.

2.1 Decoding Approaches

Once training of the Large Language Model (LLM) is done, we need a way to decode the
tokens and extract the output for a given input. Most decoding methods can be classified into
deterministic and stochastic methods. While both methods decode a token at a certain time
step conditioned on all previous tokens, deterministic approaches pick the token according
to some rule and stochastic approaches sample a token from the probability distribution.
Notably, different decoding methods impact the quality of the generation in significant
ways. For example, deterministic methods produce less diverse outputs, while stochastic
methods might produce less optimal ones. Despite being standard, these methods suffer from
additional problems such as degeneration [28], where the output text can be incoherent, dull
and repetitive. Eikema and Aziz [15] showed that Minimum Bayes risk (MBR) decoding
with an adequate utility function can be a good alternative. In this section we will introduce
deterministic and stochastic decoding methods, along with MBR decoding as an alternative.
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2.1.1 Deterministic Decoding Methods

Maximum-a-posteriori (MAP) decoding shown in Equation 2.1 selects the sequence
with highest probability under the model. In practice, this yMAP can be intractable to com-
pute [51, 24] as it requires passing over all the possible sequences. Consequently, multiple
decoding approaches like Beam Search [24] and Greedy decoding have been proposed to
approximate yMAP.

argmax
y∈∑

∗
PT (y|x,θ) = argmax

y∈∑
∗

∏
i

PT (yi|y<i,x,θ) (2.1)

Greedy decoding is a simple and fast approximation to MAP. Given a partial
hypothesis it picks the word that has the highest probability until it hits the end of sentence
token. In other words, Greedy decoding, shown in Equation 2.2 picks the local optimal
choice at each time step.

yt = argmax
y∈∑

∏
i

PT (yi|y<t ,x,θ) (2.2)

While greedy decoding is computationally efficient, it doesn’t guarantee the global optimal
solution. Moreover, Greedy decoding doesn’t consider the whole sentence probability which
can lead to ambiguous outputs compared to MAP.

Beam Search is another popular algorithm that applies a breadth first approach to
decoding. Given a beam size N, beam search maintains N partial hypotheses at time step t
yk
<t ,k = 1, ...,N. Then for each partial hypothesis, that has not ended with the end of sentence

token, it picks the N most likely words in a greedy way. Out of the possible N2 resulting
outputs, it retains only the N most probable sequences. By the end of time step t, the selected
N hypotheses are yk

<t+1,k = 1, ...,N. When all the sequences have ended with the stop token,
Beam Search selects one hypothesis with the highest probability. Since it selects at each
time step the next word with the highest probability, a beam size of 1 will be equivalent to
greedy decoding. In comparison to Greedy decoding, Beam search generates more diverse
sentences, has a higher awareness of the global context and leads to more optimal results.
Additionally, Beam search suffers from a length bias [11] as it performs better for sequences
with a smaller target length, and bias towards frequent words as it over represents them in
the output [40]. Although it produces less optimal outputs than MAP, Beam Search strikes a
convenient balance between performance and computational demand.

2.1.2 Stochastic Decoding Strategies

While deterministic decoding methods are very popular and work well, they can suffer from
a lack of diversity. On the other hand, stochastic methods generate more diverse outputs
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due to the randomness introduced by sampling. However, sampling tokens from probability
distributions can lead to sub-optimal or low probability tokens in the final sequence. As
all the tokens in the vocabulary are allocated non zero-probability, this leads to unwanted
tokens receiving high cumulative probability mass. To resolve this issue, various sampling
algorithms that change the distribution have been introduced.

Top-K sampling [17] is a simple fix that excludes low probability tokens by picking
out of the top K tokens, where K is a hyper parameter, with the highest score. The probability
of each selected token is normalized with respect to the sum of the original probabilities. The
tokens are then sampled from this new distribution.

Top-p sampling [28] is very similar to Top-K. As it also prunes away tokens with low
probability, but the selection process is different. As seen in Equation 2.3 Top-p selects the
minimum number of tokens whose probabilities sum to or greater then the hyper-parameter
p. Afterwards, we sample from the normalized probability distribution as in Top-K

i = argmini′
i
′

∑
j=1

Pθ (x( j)|x< j)≥ p (2.3)

Although both Top-p and Top-k sampling aim to cut out the tail of the distribution, they
can fail at only sampling high probability tokens. For example, the number of tokens that are
pruned away by Top-k does not consider the confidence of the model. If the distribution is
more or less uniform for a number higher than K, potential good candidates may be truncated.
Additionally, if most of the probability mass falls on a number smaller than K, then the model
will be exposed to additional very low probability tokens, that should have been pruned away.
The same analysis holds for Top-p. If most words that constitute the selected set have similar
probabilities, the next most likely word with slightly lower probability will be excluded from
the set. Moreover, if most of the tokens have low probability then it is possible to have
hundreds of tokens populating the set, some with very low probability. Both behaviours are
undesirable and negatively affect decoding.

To solve these problems Hewitt et al. [27] introduced ε sampling a method that prunes
away the tokens whose probability is smaller than ε . Where 0 ≤ ε ≤ 1. Therefore, epsilon
sampling samples tokens with probability higher than ε

Unlike previous sampling approaches that truncate the distribution and exclude tokens
with low probability, Temperature sampling [1] shown in Equation 2.4 introduces a parameter
τ that controls the peakiness of the distribution. For smaller τ the distribution is sharper,
likely tokens will see their probability rise, while less likely tokens will have their probability
reduced. This induces a more deterministic behaviour and less diverse behaviour. For τ = 0
temperature sampling reduces to greedy decoding. For bigger τ the distribution is smoother,
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probabilities are distributed more uniformly across the tokens.

p̃(yt |y<t ,x,θ) =
exp(zθ (yt |y<t ,x)/τ)

∑y∈Y exp(zθ (y|y<t ,x)/τ)
(2.4)

While Temperature sampling has been very popular for NLG tasks [25, 8, 18], Freitag
et al. [19] has demonstrated that epsilon sampling [27] with MBR achieves better results than
the aforementioned sampling techniques.

2.1.3 MBR

As stated previously, deterministic decoding strategies suffer from a lack of diversity, word
frequency bias, and sequence length bias, while stochastic ones produce diverse outputs with
a potentially lower quality. In contrast, Minimum Bayes risk decoding [36] has been shown
to be a viable alternative. It provides substantial improvements on multiple metrics, for a
wide range of NLG tasks [52]. Out of a set of hypotheses, MBR selects the output with
the lowest expected risk, instead of the most probable. MBR can be framed as a variant of
crowd sampling, as multiple hypothesis are compared and the least risky one is picked. The
expected risk of a hypothesis is defined in Equation 2.5. yMBR (Equation 2.6) is computed by
choosing the hypothesis that has the minimum risk.

R(y|x,θ) = Ey′∼p(.|x)[L(y,y
′
)] = ∑

y∈C
L(y,y

′
)p(y

′
|x) (2.5)

yMBR = argmin
y∈H

R(y|x,θ) (2.6)

H and C are the hypothesis and reference sets. While Eikema and Aziz [15] argues that
there is benefit in sampling different sentences for H and C, for practical reasons they are
often kept the same. Furthermore, sampling all possible sequences to form H is impossible.
Thus, MBR relies on a finite subset of samples. The usage of a finite set of samples prohibits
us from using p(y′|x,θ). Therefore, we use the Monte Carlo approximation of the Risk in
Equation 2.5:

R(y|x,θ) = Ey′∼p(.|x)[L(y,y
′
)] =

1
|H| ∑

y∈H
L(y,y

′
) (2.7)

As |H| → ∞ the model’s probability distribution is recovered. Moreover, we can replace
L(y,y′

) by U(y,y′
) a utility function that measures the semantic similarity and closeness of
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the hypothesis instead of the risk. yMBR can therefore, be expressed in terms of Gain and
similarity seen in Equation 2.8:

yMBR = argmax
y∈H

G(y|x,θ) = argmax
y∈H

1
|H| ∑

y∈H
U(y,y

′
) (2.8)

The similarity metric is usually a neural metric like BLEURT [46] or BertScore [65].
Thus, MBR picks the sequence that is the most similar to all other in the hypothesis set
with relatively high probability. MBR with a sufficiently large hypothesis set outperforms
standard decoding practices, although it heavily depends on the |H|.

Since MBR chooses the sample that is the closest to all others, it will ignore the presence
of outliers that would score higher on evaluation metrics and picks the safest choice even if
it under performs. However, MBR tends to over-fit the utility function [19]. Consequently,
a utility function that does not reflect human judgment will under perform on evaluation
metrics. Additionally, the samples chosen by MBR will reflect the limitations, biases and
strength of the utility function. For example, if the utility function does not suffer from word
frequency bias and length bias, MBR will be less affected by them [38].

While MBR is a simple decoding method, it remains prohibitively expensive to run at
inference time. With the wide adoption of LLM, extensive sampling to build an adequate
hypothesis set is very time consuming. In addition, selecting yMBR scales quadratically with
|H|.

Current works aim to improve various aspects of the MBR algorithm. Jinnai and Ariu
[31] re-frames MBR as a medoid identification problem, they use the correlated sequence
halving algorithm [3] to find the medoid of the hypothesis set, which is the sequence that
minimizes the total distance to all other points. This approach reduces the run time of MBR
for a slight decrease in performance. Jinnai et al. [33] suggest replacing the Monte Carlo
estimate in Equation 2.7 with the normalized probability of the samples in the hypothesis
set p̂(y′|x). They found that their method provides slight improvements over the classical
approach of MBR. Jinnai et al. [32] notices that the sequences that get the highest score under
MBR tend to be very lexically similar. This might be a problem if we want the top-k samples
to be lexically diverse, yet semantically similar. To fix this they introduce two methods, the
first one clusters the samples in the hypothesis set then picks the medoid of each cluster.
The second method introduces to the MBR objective in Equation 2.8 a diversity metric like
pairwise-BLEU [47] or pairwise-sentence BERT [44].

In this work, we will employ the standard MBR approach defined above and strive
to distill the benefits of MBR into single pass decoding methodologies through preference
optimization techniques that we will introduce next.
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2.2 Preference Optimization of LLMs

Although LLMs have acquired impressive abilities [7, 12, 30, 54], aligning them to generate
desirable outputs remains a challenging task. During pre-training the models are exposed to
a vast amount of user generated data ranging across multiple domains. It is inevitable that
they will be exposed to erroneous or harmful content, that might appear in the output [41, 4].
While it is desirable for the LLM to be exposed to wrong answers, as it provides knowledge
about potential human mistakes, we do not want the model to output such answers. Instead,
we want to bias the model towards these correct generations. To solve this issue, techniques
have been successfully developed to align the models to human preferences, ensuring their
reliability, helpfulness, harmlessness and accuracy [53]. In this section, we present three
preference learning algorithms: Reinforcement Learning from Human Feedback (RLHF),
Direct Preference Optimization (DPO) and Kahneman-Tversky Optimization (KTO).

2.2.1 RLHF

RLHF [13] is a very successful alignment method, as it leverages human preference data
to steer the LM to generate the desirable output. Ziegler et al. [66] defined three stages to
RLHF pipeline that succeed the unsupervised pre-training.

The first step is Supervised Fine Tuning (SFT): This step fine-tunes the pre-trained LLM
on desired tasks (for example summarization, question answering and question generation).
Given a task-specific dataset of high quality answers the model is tuned to obtain πSFT .

The second step is to fit a reward model rφ (x,y) that generates a reward for the answer
y given the prompt x. It can be broken down into the following steps:

1. Generate a set of output pairs given a prompt such as (y1,y2)∼ πSFT (y|x)

2. Human annotators are asked to rate the pairs in term of preference, where y1 ≻ y2|x
denotes that y1 is the preferred sample and y2 is the dispreferred one. We obtain a
preference dataset D = {x(i),y(i)w ,y(i)l }N

i=1 where y(i)w is the preferred sample and y(i)l is
the dispreferred.

If we assume that their exists a ground truth reward model r∗(y,x) from which the preferences
are obtained, we can model the human preferences according to the Bradley-Terry (BT)
model [6] shown in Equation 2.9:

p∗(y1 ≻ y2|x) =
exp(r∗(x,y1))

exp(r∗(x,y1))+ exp(r∗(x,y2))
(2.9)
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Assuming that our preference dataset was sampled from p∗ we can fit a reward model
rφ (x,y) through maximum likelihood. Equation 2.10 represents the negative log-likelihood
loss:

LR(rφ ,D) =−E(x,yw,yl)∼D[logσ(rφ (x,yw)− rφ (x,yl))] (2.10)

where σ is the logistic function. It is common practice to initialise the reward model from
πSFT with a single Linear Layer at the end that predicts the reward .

RLHF methods fit a reward model to a dataset of human preferences and then use RL
to optimize a language model policy to produce responses assigned high reward without
drifting excessively far from the original model.

The third and final stage is RL fine tuning, where the reward model is used to rate the
answers generated by the LLM and steer it towards generating answers with high reward.
The optimization problem can be seen in Equation 2.11.

maxπθ
Ex∼D,y∼πθ (y|x)[rφ (x,y)]−βDKL[πθ (y|x)||πre f (y|x)] (2.11)

Where πθ (y|x) and πre f (y|x) have been initialised from πSFT . Where β is the term that
controls the strength of the KL term. It prevents the model from deviating too much from the
base model. The Bigger the beta the closer the policy has to be to the reference. However,
Equation 2.11 is not differentiable when working on language generation, thus, it is optimized
through RL. In practice [66, 49], the reward function in Equation 2.12 is maximized using
Proximal Policy Optimization (PPO) [45].

r(x,y) = rφ (x,y)−β (logπθ (y|x)− logπre f (y|x)) (2.12)

2.2.2 DPO

While RLHF works well at aligning LLM with human preferences, it remains prohibitively
complex [42]. RLHF involves training a reward model and tuning the model by sampling
from the LM during training and incentivizing it to produce answers that yield maximal
reward. This leads to a notable computational cost compared to directly optimizing the
LM. Moreover, PPO[45] suffers from hyper-parameter sensitivity, and it can be tricky to
implement when scaling up to larger models [64]. To avoid explicitly fitting a reward model
Rafailov et al. [42] introduce Direct Preference Optimization (DPO), an algorithm that trains
the LM on human preferences without the need for RL or a reward model. Rafailov et al. [42]
leverages a change of variables to shift the loss in Equation 2.10 from a loss over rewards to
a loss over policies.
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Staring from Equation 2.11 we obtain the solution, as optimal policy, to this KL-
constrained problem in Equation 2.13.

πr(y|x) =
1

Z(x)
πre f (y|x)exp(

1
β

r(x,y)) (2.13)

where Z(x) = ∑y πre f (y|x)exp( 1
β

r(x,y)) is the partition function. In practice Z(x) is compu-
tationally expensive to approximate [35, 22]. By rearranging Equation 2.13 we can express
r(x,y) in terms of policies πre f and πr yielding Equation 2.14.

r(y,x) = β log(
πr(y|x)

πre f (y|x)
)+β logZ(x) (2.14)

As RLHF, DPO assumes that the human preferences are modeled according to the Bradley-
Terry model [6]. Therefore, when substituting the expression of the reward obtained in
Equation 2.14 into the Bradley-Terry model in Equation 2.9 we get:

p∗(y1 ≻ y2|x) =
1

1+ exp(β log( π∗(y2|x)
πre f (y2|x))−β log( π∗(y1|x)

πre f (y1|x)))
(2.15)

As we can see in Equation 2.15 the partition function cancels out.
Applying the same change of variable to Equation 2.10 we obtain the following DPO loss in
Equation 2.16.

LDPO(πθ ,πre f ) =−E(x,yw,yl)∼D [logσ(β log
πθ (x,yw)

πre f (x,yw)
−β log

πθ (x,yl)

πre f (x,yl)
))] (2.16)

where πθ is the policy being trained, and θ are the parameters of the LM.
By analyzing the DPO gradient in Equation 2.17 we can extract several insights on how DPO
works.

∇θLDPO(πθ ;πre f ) =

−βE(x,yw,yl)∼D[σ(r̂θ (x,yl)− r̂θ (x,yw))[∇θ logπ(yw|x)−∇θ logπ(yl|x)]]
(2.17)

where r̂θ (x,y) = β log πθ (x,y)
πre f (x,y)

. The term ∇θ logπ(yw|x) increases the likelihood of yw while
the term ∇θ logπ(yl|x) decreases the likelihood of yl . Additionally, the σ(.) controls how
big the gradient step should be. If r̂θ (x,yw)< r̂θ (x,yl) then the implicit reward is incorrect
leading to a bigger σ(.) term and a bigger importance on increasing the likelihood of the
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preferred term.

In contrast with RLHF where the reward model steers the LM into generating high reward
completions, DPO is more straightforward as it increases the likelihood of the winning
samples and decreases the likelihood of the losing samples. Moreover, through DPO’s
framing, "your language model becomes an implicit reward model" [42]. DPO’s utilization
of preference pairs is well-suited for our project. We will generate preference pairs for each
prompt using MBR, then apply DPO to transfer the MBR performance onto the model.

2.2.3 KTO

Prospect theory introduced by Kahneman and Tversky [34] describes how humans judge
the outcome of random events. Tversky and Kahneman [58] found that when faced with
decisions about random variables, humans tend to be biased in an explicit way. In other words,
humans are loss averse and they tend to prioritize events that lead to less loss rather than
more gains. Ethayarajh et al. [16] showed that DPO implicitly incorporates such biases, and
introduce a loss function derived from prospect theory, that fixes the loss aversion problem.
Prospect theory introduces the value function Equation 2.18 that provides the subjective
value (in the LLM setup it can be thought of the reward) that humans assign to an event
compared to a reference point.

v(z,zre f ,λ ,α) =

(z− zre f )
α if z > zre f

−λ (zre f − z)α if z < zre f

(2.18)

Where z > zre f and z < zre f correspond to positive and negative event. α controls the speed
at which the value changes when z moves away from zre f , and λ controls how loss averse the
judgment is. Empirically, the median values are 0.88 and 2.25 respectively. We can see from
Equation 2.18 that human judgment is more loss averse due to λ > 1.

Based on Equation 2.18 Ethayarajh et al. [16] introduces the value function in Equation
2.21 that differs in significant ways from the original value function. Firstly, α is replaced by
the sigmoid function, as the exponent is hard to optimize. While DPO only considers one
dispreferred example, the new value function considers the relative value of one example
compared to all others. KTO assumes that humans rate the quality of one sample based
on all the data they have already seen. Finally, we can see from the expression of the loss
in Equation 2.23 both dispreferred and preferred samples are scaled by a coefficient. This
provides the users with greater control to loss aversion and gain sensitivity. For example, if
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λU = 1 and λD = 1.5 KTO will be more gain sensitive .

rT KO(x,y) = β log
πθ (y|x)

πre f (y|x)
(2.19)

zre f = Ex′∼D[βKL(πθ (y
′
|x

′
)||πre f (y

′
|x

′
))] (2.20)

vKTO(x,y;β ) =

σ(rKTO(x,y)− zre f ) if y ∼ ydesirable|x

σ(zre f − rKTO(x,y)) if y ∼ yundesirable|x
(2.21)

w(y) =

λD if y ∼ ydesirable|x

λU if y ∼ yundesirable|x
(2.22)

LKTO(πtheta,πre f ) = Ex,y∼D[w(y)(1− vKTO(x,y;β ))] (2.23)

Moreover, KTO does not need preference pairs, it only needs to know which samples are
accepted or rejected for a certain prompt. Therefore, if a dataset is imbalanced in one of the
classes, KTO can leverage the whole dataset by changing the weights in equation 2.22 to
reflect the class proportions.

Finally, while KTO and DPO optimize the LLM directly compared to RLHF, KTO’s loss
derived from prospect theory avoids the inherent biases introduced by humans judgment.
KTO’s ability to leverage unbalanced datasets is ideal in our case, as the MBR ranking
provides us with one desirable sample yMBR and multiple rejected samples.

2.3 MBR with RL

MBR outputs a ranking of the samples in the hypothesis set, this ranking could be used
to build a preference set for DPO and KTO. Yang et al. [62] has shown the validity of this
method on machine translation. He uses the MBR ranking to extract preference triplets
and runs DPO. After DPO fine-tuning, he observes an improvement in the performance
using Beam Search. His results suggest that MBR+DPO teaches the model to learn from
MBR preferences, and the model is able to replicate the MBR behaviour through a single
pass decoding method. Moreover, he observes a positive and increasing reward margin as
training progresses. The reward margin is the difference between the reward for the winning
hypothesis and the losing one:

Margin = β ∗ (log(
πθ (yw|x)

πre f (yw|x)
)− log(

πθ (yl|x)
πre f (yl|x)

)) (2.24)



2.4 Summary 13

Increase in the reward margin indicates that, as training proceeds, the model is preferring
the winning hypothesis and dispreferring the losing one.

Motivated by his results, we aim to establish the effectiveness of this method on
different tasks and if different alignment methods benefit from a preference set extracted
through MBR. In the next chapter, we will delve into the experimental settings of each
alignment method.

2.4 Summary

In this chapter, we have presented the necessary background on decoding methods and
preference optimization techniques and highlighted the contributions of our work. We
explained various decoding methods and their limitations, and identified MBR decoding
as an appropriate way to build a preference dataset in an unsupervised manner. Finally,
we introduced popular optimization techniques, that will be used to align the LLM to the
MBR preference data. In the next chapter we will discuss the methods used to generate the
preference data and align the LLM.





Chapter 3

Methodology and Experiment Design

In this chapter, we introduce the methodology used to validate that MBR coupled with
preference optimization works across our three selected tasks. We, first, introduce the dataset
for each task. We detail how we split the available data into a test set for evaluation and
a preference set to align the models. We, then, present the models used along with the
appropriate prompt format for each task. Furthermore, we delve into the decoding strategies
used to evaluate our models along with generating the MBR samples. Moreover, we give a
detailed explanation of each metric used, with their strengths and weaknesses. Finally, we
present our approach for building the different preference sets used in aligning the models,
and the parameter setups for all the experiments.

3.1 Datasets

As stated earlier we will extract preference data using MBR on three different tasks. The tasks
have been carefully picked, as MBR has shown to improve their performance on evaluation
metrics. For all selected datasets, we strive to only use the test data when enough samples
are available. Doing so, prevents possible overlaps with the training data. Since the open
source models could have been trained on these datasets. The preference data set that we
extract will range in the low thousands, as Yang et al. [62] showed that DPO+MBR works
well using 5000 samples.

Summarization: We use the openly available CNN, Daily Mail dataset [26, 39]. It is a
dataset for abstractive text summarization, where the target output is a one sentence summary
of the articles. The test set contains 11500 samples, we use the first 1000 samples as held out
data, to reproduce the MBR results in [33] and compare the improvements obtained from
preference optimization. We use the next 4000 samples to build the preference dataset.

Question answering: We use the StartegyQA dataset from BigBench [48]. It is a dataset
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that contains questions with their one sentence answer. This a task that aims to test the
reasoning capabilities of the models. The model is required to provide an appropriate and
concise answer in natural language. For comparison with previous works, we use the curated
dataset in [52] that consists of 2289 samples. The dataset is split into test and train with 457
and 1832 respective samples. We use the test set for evaluation. As the dataset is relatively
small we will use the train set to build preference pairs.

Question Generation: Given a paragraph, we aim to generate a question that is relevant
to its content. We use the SquadV2 dataset [43], it consists of paragraphs with corresponding
questions. During evaluation, we generate the question and compare it with the set of
available questions, and pick the highest possible score. SquadV2’s test data consists of 1204
samples, we use the first 1000, as in [32], for evaluation and use 4000 samples from the
training set to build the preference dataset.
Due to the lack of samples in the test set for StartegyQA and SquadV2, we had to use the
training set to construct preference pairs. A better way, would have used the evaluation set
to build preference pairs. However both datasets do not have evaluation sets. Although it is
not optimal, as the model could have been trained on them. It is the only way to proceed for
these two tasks, to remain consistent with the available literature enabling us to compare our
results to existing baselines.

3.2 Models

For consistency with the existing literature [32, 33], we will use Mistral-7B-Instruct-v0.1
[30] for text summarization and Zephyr-7b-beta [57] for question generation. Suzgun et al.
[52] used text-davinci-002 a model from openAI to generate the answers for the question
generation task. This model is not publicly available, therefore we decided to proceed with
Mistral-7B-Instruct-v0.1.

Mistral-7B-Instruct-v0.1 [30]: is an instruction tuned version of Mistral-7B-v0.1. Jiang
et al. [30] use openly available high quality instruction datasets on hugging face, where each
instruction prompt is matched with a carefully written answer. Mistral-7B-Instruct-v0.1 is
carefully engineered to provide fast inference without loss in performance, outperforming
bigger LLMS like LLaMa 34B [54] or LLama2 13B [55] on a wide range of tasks. It has 32
transformer layers [60] with hidden size 14336, 32 attention heads per layer with size of 128.
Instead of vanilla attention, they leverage sliding window attention [10] and Group Query
attention[2] for faster inference and improved attention for longer sequences.

Zephyr-7b-beta [57] is both instruction tuned and aligned to human preferences, it uses
Mistral-7B-v0.1 [30] as a base model. Tunstall et al. [57] first instruction tune Mistral-7B-
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v0.1 using distilled SFT. Distilled SFT [61] consists of using a more powerful teacher model
to generate answers for a set of prompts and run SFT on the generated dataset. Secondly,
they use distilled DPO to align the model to human preferences. Distilled DPO is classical
DPO introduced in Section 2.2, with preference pairs generated form teacher models. They
query four LLMs and rank the answers using GPT4. The most preferred answer by GPT4
will be the winning sample and any of the other three will be the losing one.

3.3 Prompt format

As the models we are using are instruction tuned, we need to carefully design the prompt
format for each task.
Mistral-7B-Instruct-v0.1 prompt format differs from the classical chat template, in that it
uses a specific format where the prompt should be enclosed with the following tags :
<s>[INST] PROMPT [/INST].
For question answering, the question it self is used as the prompt in the following fashion:
<s>[INST] Is it common to see frost during some college commencements? [/INST].
For abstractive summarization we use the same prompt as in [33]:
<s>[INST] Given the following article, write a short summary in one sentence. Article:
[[QUESTION]][/INST], Where [[QUESTION]] is replaced by the article.
Since we are using Zephyr-7b-beta for question generation, we have to use a different prompt
format. Zephyr-7b-beta follows this chat template:
<|system|>
System Prompt
<|user|>
User Prompt
<|assistant|>
Where the System Prompt is the general information provided to the LLM about the task that
it needs to perform. We will use the same system prompt as [32]:
"Given a paragraph provided by the user, generate a very short question one can answer by a
word to test the understanding of the paragraph. Make sure that the question is very short.
Do NOT include the answer".
The User Prompt will be the paragraph.
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3.4 Decoding Strategies

Previous works [33, 32, 52] have shown the superior performance of MBR compared to
standard decoding methodologies. Thus, the model’s output quality is significantly impacted
by the choice of decoding algorithm we use. In this project, we will contrast the performance
of various decoding strategies on the non-aligned models. We will aim to reproduce the
benchmarks set in the literature. Finally, we will use Beam Search on the models after
alignment, to validate that the MBR gains have been passed down to the model.

We will first investigate Beam Search performance with varying beam size from 1
to 5. Theoretically, Beam Search benefits from larger beam sizes. As more sequences are
generated, we can find more optimal sequences. However, it has been observed that higher
beam sizes lead to lower performances, a phenomenon known as the beam search curse [63].
This happens because more shorter answers will be generated, since it is easier to hit end
of sentence token. Since beam search has length bias, it will assign higher probability to
smaller sequences which leads to a drop in quality. We follow previous works [21, 56], that
found that quality degrades for a beam size bigger than 5.

The performance of MBR introduced in Section 2.1, relies on the following three
design choices.

1. Sampling the hypothesis set: a higher quality hypothesis set will lead to better per-
formance. Following the current literature, we will use epsilon sampling, that has
proven to sample higher quality sentences, and does not suffer from the limitations of
previous sampling techniques. We set ε = 0.01 for Zephyr-7b-beta and ε = 0.02 for
Mistral-7B-Instruct-v0.1.

2. Size of the hypothesis set: A larger |H| can potentially lead to better results. We
investigate the performance of MBR with respect to |H|. For computational reasons,
we restrict |H| to the following three values 8,16,32.

3. Choice of the utility function: Since MBR selects the hypothesis that is the most similar
to all others, it is imperative that U(x,x

′
) handles semantic similarities appropriately.

Moreover, since the MBR decoding process optimises the metric used, we should
choose a metric that doesn’t suffer from obvious limitations like word frequency or
length bias. Finally, for optimal results, we should choose a utility function that
correlates well with human judgment. Taking all these criteria into consideration, a
neural metric like BertScore lends it self as a natural choice. Other neural metrics like
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BleuRT have also been popular, but Suzgun et al. [52] and Jinnai et al. [32] shows that
BertScore leads to a higher overall score on our desired tasks.

3.5 Evaluation Metrics

In this project we will use the same metrics employed in the literature to evaluate the
quality of the samples. These metrics are categorized into non-neural metrics based on
n-gram matching, and neural metrics based on the similarity of the sentence embedding.
Additionally, human and GPT4 evaluation are popular, but due to resource constraints we
will not conduct such evaluations.

Rouge-n [37] was originally designed to measure the quality of machine summarised
text to human references. It measures the number of similar n_grams between the reference
and the hypothesis. Equation 3.1 depicts how rouge_n is computed. Where Sn

x and Sn
x̂ are the

set of n-grams in the reference and hypothesis set.

Rn =
∑Sn

x∈Re f erences ∑w∈Sn
x
I[w ∈ Sn

x̂ ]

∑Sn
x∈Re f erences |Sn

x |
(3.1)

Rouge_L is a variant of Rouge_n that works on the longest common sub-sequence rather
than the common n-grams. Although Rouge is a popular method, it suffers from obvious
limitations. Since we only have one reference, rouge’s ability to leverage multiple references
is not utilized. This can lead to under estimating the model performance as multiple answers
can be true. Secondly, Rouge doesn’t consider semantic similarities. Synonyms or para-
phrases of some terms will not be considered as it operates on exact n-gram matching. This
leads to a lower rouge score, while the answer can be semantically equivalent to the target.
Rouge will assign a higher score to longer hypothesis, as they will have more n-grams that
matches with the reference. In our project, we will use Rouge_L for the summarization and
question answering tasks, and Rouge_1 for question answering

METEOR [5], who was originally developed for machine translation, employs a flexible
uni-gram matching. In addition to matching exact uni-grams, it allows stemming, paraphras-
ing and synonym matching. It uses external synonym dictionaries to match words with
similar meaning. It relies on a stemmer to match words with the same root word. And
it employs a paraphrase table to identify potential matches. While METEOR addresses
some of Rouge’s issues, it remains far from perfect. METEOR is reliant on the external
resources it uses, any limitations they introduce will directly mirror into the score. Moreover,
METEOR has limited semantic consideration, and contextual understanding. A word or its
synonym’s meaning depends on its placement in the sentence and neighbouring words. Thus,
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METEOR might match words even though they have different meanings. In this work, we
use METEOR for all three tasks.

Rouge and METEOR’s main limitation is that they do not properly consider semantic
equivalence. Instead, they rely on shallow similarities between hypothesis and the reference
set through n-gram matching. This leads to sentences/expressions that are equivalent in
meaning but different syntactically to be underestimated. In contrast, BertScore [65] solves
these problems, by leveraging contextual word embedding. Contextual word embedding,
correctly handles dependencies between words, semantic equivalence, paraphrases and struc-
tural differences. Every word’s representation is impacted by the neighbouring words. This
leads to the same word having a different representation based on its overall function in the
sentence. BertScore uses the token embedding computed by Bert[14] and calculates the
cosine similarity between each word in both sentences. Therefore, BertScore measures the
similarity based on the meaning rather than the words matching. We will use BertScore
for all three tasks. While Bertscore is a better measure of performance, we use it as utility
metric for MBR. Since MBR tends to over-fit the utility function, and the preference sets are
extracted through MBR. Therefore, we need other unbiased evaluation metrics to help us
validate our experiments. Although, Rouge and Meteor suffer from known limitations, they
remain in standard use throughout the literature along with BertScore.

3.6 Preference Optimization of LLMS

While MBR is a powerful technique, it is a two pass decoding method that remains pro-
hibitively expensive to run at inference time. Since MBR outputs a ranking of the hypothesis
based on utility, we can leverage this ranking to build a preference dataset. For each task, we
sample 32 sequences for each prompt, and rank them through MBR. Afterwards, we build
preference pairs for DPO alignment, where the preferred sample has a higher utility than the
dispreferred one. For KTO alignment, we build a set of rejected and accepted samples for
each prompt. We will align the model using this preference dataset, then evaluate it on the
test set using Beam Search. After the model is aligned, our aim is to observe improvements
on the evaluation metrics for sequences generated using Beam Search. If improvements
are observed, on the post-aligned models from the pre-aligned models, we can successfully
claim that MBR gains have been distilled onto the post-aligned models. In this section
we will outline the preference set generation methods for both KTO and DPO, along with
hyper-parameter set up of our experiments.
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3.6.1 DPO Dataset Generation

DPO’s preference set is formed using triplets (x,yw,yl), where x is the user prompt, yw is
the wining hypothesis, and yl is the losing one. In MBR terms, the winning hypothesis
corresponds the the one with the higher utility, while the losing one has the lower utility.
Sampling the hypothesis set H follows the same setup as in Section 3.4. Once we acquired
the ranked hypothesis set, we need to build a dataset of triplets. Analogous to [62], we adopt
three different approaches for triplet selection.

1. Best-Worst (BW): as its name indicates we select only one pair for each prompt. yw

has the highest utility among the 32 samples and yl has the lowest utility:

yw = argmax
y∈H

G(y|x,θ),yl = argmin
y∈H

G(y|x,θ) (3.2)

This is the simplest setup, as it leads to smallest dataset. As a consequence of this setup,
the pairs have the highest difference in utility among the samples. DPO might benefit
from a more nuanced approach where the difference between the utility is smaller.
This might lead the model to understand on a more granular fashion what is desirable
in the sentence and what is not.

2. Best-Middle-Worst (BMW): In this setup for every prompt we have two triplets
(x,yw,ym) and (x,ym,yl). Where yl and yw are the same as in BW setup, but ym

represents the sample that falls in the middle of the MBR ranked list m = ⌈(|H|/2)⌉.
This setup provides a way for the model to understand what exactly makes yw the
preferred sample. If we look back at Equation 2.17 of the DPO gradient, the likelihood
of ym will be increased when it is the winning hypothesis and it will be decreased when
it is the losing hypothesis. The DPO algorithm will eventually settle in a region where:

r̂θ (x,yw)> r̂θ (x,ym)> r̂θ (x,yl) (3.3)

In this sens the algorithm will increase the likelihood of ym over yl but not over yw.
The model will, thus, implicitly learn the MBR ranking order. This provides the model
with greater knowledge on what makes each hypothesis better than the other.

3. Consecutive Pairs with strides (CPS): This method selects the pairs where yw and yl

are separated by a stride. We choose a stride of 2. Therefore, we get 16 preference
pairs for each prompt.

(x,y1,y3),(x,y3,y5), ...,(x,y30,y32) (3.4)
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A possible variation would be to use a stride of 1, but consecutive samples in the MBR
ranking are too similar. As a result, the model might struggle to learn the nuances
between the pairs.

3.6.2 KTO Dataset Generation

KTO does not use preference pairs rather a signal if the corresponding output is desirable or
not. Moreover, KTO introduces a weight for each of the desirable and undesirable classes.
This allows the user to control how biased the algorithm should be to a specific class. Which
grants us the ability to handle unbalanced datasets. In the MBR setting, the sample with the
highest utility is the accepted one and all the others are rejected. Due to this property, KTO
can leverage the MBR ranking to build preference sets that are unbalanced in the rejected
class. For consistency and comparison with DPO, we use the same MBR samples to build the
different preference sets for KTO. We adopt 5 different approaches to build the preference
sets.

1. 1:1 ratio: This setup is similar to the BW setup in DPO, as each prompt has two
corresponding sequences one rejected and one accepted. The accepted one is the
sample with the highest utility and the rejected one has the lowest utility.

2. Ethayarajh et al. [16] postulates that KTO with a 1:1 ratio of accepted and rejected
samples coming from preference pairs, secretly benefits the algorithm. To test it’s
robustness and performance on unbalanced datasets they gradually discard 10% of the
accepted samples until they have discarded 90%. They notice that for all unbalanced
datasets, KTO outperforms DPO. Since we only have one accepted sample per prompt,
and an abundance of rejected samples we test KTO’s robustness by adding rejected
samples rather than discarding accepted ones. Starting from the bottom of the ranked
list, we add n rejected examples with a stride of 2. In other words if we want a ratio of
1:2 we add y32 and y30 to the rejected list and y1 to the accepted list. We will report
results for the following ratios: 1:2, 1:3, 1:4. Experimentally, we found that higher
ratios lead to excessive model hallucinations and a sharp drop in model performance.

3. 3:3 ratio: In order to test if KTO benefits from additional lower quality desirable data,
we add 2 more examples to the desired set. Starting from the top we select n samples
with a stride of 2. For the rejected samples we follow the same approach but starting
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from the bottom. The final dataset can be shown below:

x =>

ydesirable = [y1,y3,y5]

yundesirable = [y28,y30,y32]
(3.5)

3.6.3 Experiment Settings

For each task we build the preference datasets, and use 10% for validation and 90% for
training. For DPO trained models, we will explore the performance with respect to different
β values. As stated earlier β controls how far the model is allowed to drift from the reference
model. We will experiment and report the results for β = 0.01,0.1,0.5,1.0 on all three
preference datasets for all three tasks. On the other hand, we start by experimenting with
KTO on the different preference datasets for β = 0.1. Afterwards, we select the preference
set that has led to the highest performance, and align the models with different β values.
As in DPO, we will end up comparing KTO’s performance with β = 0.01,0.1,0.5,1.0.
Additionally, we need to set the class weights for KTO. We follow the same procedure as in
[16]:

λDnD

λU nU
∈ [1,

4
3
] (3.6)

Where at least one class weight in Equation 3.6 should be set to one. In our case, since
we want the model to be more sensitive to desirable samples we always set λU = 1 and
λD = nU∗4

nD∗3 .

1 : 1 and 3 : 3 =>

λD = 4
3

λU = 1
(3.7)

1 : 2 =>

λD = 8
3

λU = 1
(3.8)

1 : 3 =>

λD = 12
3

λU = 1
(3.9)

1 : 4 =>

λD = 16
3

λU = 1
(3.10)

We use the HuggingFace trl library1 to run all our experiments. For both preference
algorithm, we use RMSprop with learning rate 0.000001. We apply a linear-warmup phase for

1trl version 0.9.6 https://pypi.org/project/trl/

https://pypi.org/project/trl/
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the first 10% of the training steps. All the experiments on the three selected tasks are trained
on 2 A100 GPUs for one epoch. For the summarization task we use a per_device_batch_size
of 1, and a per_device_batch_size of 2 for question generation and question answering. We
set πre f to the reference model, without an SFT phase, as we noticed that for all three tasks the
post-SFT model performs worse then the pre-SFT model. Furthermore, we investigated the
use of Low-Rank Adaptation method (LoRA) [29] along with preference optimization. LoRA
is a method that trains a subset of the model’s parameters. After training with LoRA, we did
not notice any improvements on the evaluation metrics. Consequently, all the experiments
reported have had all the parameters of the models updated.

3.7 Summary

The methods adopted in this project, first aim to investigate the performance of decoding
strategies on various tasks. They aim to validate that multiple tasks benefit from MBR
decoding, and that MBR’s performance is dependent on the size of the hypothesis set. The
second part, aims to leverage the MBR samples to build multiple preference sets, and to align
the models using KTO and DPO on the the preference sets, with appropriate exploration
of hyperparameters for each algorithm. We aim to establish if the aligned models are able
to accurately learn MBR preferences, and improve the quality of the output using efficient
single pass decoding methods.



Chapter 4

Results and Discussion

In this chapter, we will showcase our results. We firstly compare Beam Search and MBR,
and explore how their respective parameters affect the decoding performance. We explain the
obtained results on the three tasks, demonstrating MBR’s superior performance. Additionally
we provide some insight on the behaviour of MBR. We then move to align the models
through DPO on the simplest preference split. After validating the efficacy of the fine-
tuning technique, we move to analyse the performance on different preference splits. We
also provide a qualitative analysis based on training statistics why one specific split works
best. Additionally, we align the models using KTO on different splits and we compare its
performance relative to DPO. Finally, we propose reasons why one algorithm outperforms
the other on MBR preference data.

4.1 Analysis of Decoding Methods

In this section we investigate the performance of decoding strategies for the following three
tasks:

1. Question answering on StrategyQA’s test set, using Mistral-7B-Instruct-v0.1 as our
model

2. Summarization on the first 1000 samples from CNN/DM’s test set, using Mistral-7B-
Instruct-v0.1 as our model

3. Question generation on the first 1000 samples from SquadV2’s test set, using Zephyr-
7b-beta as our model.
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4.1.1 Establishing Baselines

We first aim to reproduce the MBR baselines reported in the literature for each dataset.
We can observe from Table 4.1 that MBR successfully improves on the performance of
Beam Search. For the CNN/DM dataset our results are almost equal to the Jinnai et al.
[33]’s baseline. For SquadV2, Jinnai et al. [32] achieves better performance, as they chose
the hypothesis set size |H| to be 128. For practical reasons we cannot reproduce that. For
StrategyQA, Suzgun et al. [52] used davinci-002, as we do not have access to this model
we could not reproduce the baseline results. Although we failed to meet the baseline, with
openly available models, for SquadV2 and StrategyQA, our MBR results show the same
trend across all three tasks. MBR improves the decoding performance compared to Beam
Search on all three selected tasks. In the next section we will delve into the impact of the
Beam Size and |H| on decoding performance.

Decoding Method
CNN/DM
RougeL↑

StrategyQA
RougeL↑ Rouge1↑

SquadV2
Meteor↑

Beam Search 14.0 18.1 25.3 38.4
MBR |H|=32 17.5 21.7 28.8 40.5
BaseLine MBR 17.6 32.1 39.1 41.1

Table 4.1 MBR and Beam Search compared to the MBR literature baseline. We used
BertScore as MBR utility function. All the following results will be reported with BertScore
as utility.

4.1.2 Evaluation of Decoding Mechanisms

The metrics reported for each task in Table 4.1 are those used in the literature. In this section
we add BertScore and METEOR for each task. As we discussed earlier, these two metrics
provide additional semantic understanding compared to RougeL and Rouge1. Therefore,
they will help us get a more holistic measure of the performance.

Summarization on CNN/DM:

Beam Search: As we observe from Table 4.2, as the Beam Size gets bigger the
RougeL values decrease. Due to the exact string matching mechanism employed by RougeL,
this is to be expected, as bigger beam sizes explore a more diverse set of candidates. We
can conclude that the greedy search solution has more exact words as the optimal solution.
Looking at METEOR and BertScore, we notice that METEOR’s values fluctuate around 26,
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while BertScore remains the same. These results show that while a bigger Beam size leads to
more diversity, the samples remain semantically very similar. Therefore the greedy search
solution (beam size = 1) is semantically equivalent and lexically superior to Beam Search.

MBR: On the other hand, MBR shows a different trend. As the hypothesis set size
increases, the performance on all the evaluation metrics increase. Even for our smallest
hypothesis set of |H| = 8, we achieve better performance than Beam Search. Since Both
non-neural and neural metrics improved, yMBR is both more lexically and semantically similar
to the ground truth than the Beam Search output.

Systems RougeL ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Size = 1 16 26.6 85.6
Beam Size = 2 15.2 26.5 85.7
Beam Size = 3 14.6 25.9 85.7
Beam Size = 4 14.2 26.0 85.6
Beam Size = 5 14.0 25.6 85.6

MBR
|H| = 8 17.1 26.0 86.0
|H| = 16 17.3 26.3 86.2
|H| = 32 17.5 26.4 86.3

Table 4.2 Summarization’s decoding performance of MBR with different |H| size, and Beam
search with different Beam sizes on CNN/DM’s test set.

Question Answering on StrategyQA:

Beam Search: As we can see from Table 4.3 the performance of beam search on
METEOR steadily increases as the beam size increases. The increase witnessed in METEOR,
declines for beam sizes beyond 2. On the other hand, RougeL and Rouge1 steadily decrease
as we increase the beam size. This is attributed to the nature of these metrics, as they
are based on exact string matching, and a larger beam size introduces more diversity in
the generation. Therefore, they are incapable of accounting for this diversity. In contrast,
METEOR increases as it includes mechanisms to handle lexical diversity and paraphrases.
Bertscore’s performance remains the same. While Beam search is able to generate more
diverse and globally optimal solutions as the beam size increases, these solutions remain
semantically similar under the BertScore metric. Thus, for this task the Greedy Search
solution (beam size =1) is as good as beam search.

MBR: In contrast to Beam Search, as we increase the size of the hypothesis set we



28 Results and Discussion

notice improvements across all the metrics. Moreover, compared to Beam Search, we notice
non-trivial improvements on all the metrics except for METEOR which decreased by 2 points.
When METEOR and BertScore’s values are in conflict, we rely on Bertscore as it has better
semantic coverage. We conclusively claim that yMBR is both more lexically and semantically
similar to the ground truth than the Beam Search output.

Systems RougeL ↑ Rouge1 ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Size = 1 20.6 27.8 25.0 86.0
Beam Size = 2 20.4 28.2 26.3 86.0
Beam Size = 3 20.1 28.0 26.3 86.0
Beam Size = 4 20.0 28.0 26.5 86.0
Beam Size = 5 18.1 25.3 27.0 86.0

MBR
|H| = 8 20.4 27.6 24.9 86.9
|H| = 16 21.0 28.2 25.2 87.1
|H| = 32 21.7 28.8 25.0 87.3

Table 4.3 Question answering’s decoding performance of MBR with different |H| size, and
Beam search with different Beam sizes on StrategyQA’s test set.

Question generation on SquadV2:

Beam Search: We can see from Table 4.4 that the performance of beam search,
measured by BertScore, steadily increases up to a beam size of 4, after which we notice a
marginal drop of 0.1 for beam size of 5, while the METEOR values oscillates from slightly
increasing to slightly decreasing. Although, more likely outputs do not correlate with a better
METEOR score, they do with BertScore’s values. Since METEOR has limited semantic
coverage compared to BertScore, it might not properly handle the small lexical and structural
discrepancies introduced by a larger beam size. In contrast, BertScore accurately handles
these differences as semantically superior or equivalent. Thus, assigning a higher score.

MBR: In contrast to Beam Search, as we increase the size of the hypothesis set we
notice improvements across all the metrics. A bigger hypothesis set correlates well with
improvements on the metrics. yMBR is more semantically similar to the ground truth than the
Beam Search output.

Observing all these results we can ascertain that, independent of |H|, MBR successfully
generates higher quality outputs compared to Beam search. And MBR performance improves
as |H| gets bigger. Additionally, for the Summarization and Question answering task Beam
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Systems METEOR ↑ BertScore ↑

Beam Search
Beam Width = 1 39.0 87.5
Beam Width = 2 39.5 87.7
Beam Width = 3 39.1 87.8
Beam Width = 4 39.4 88.0
Beam Width = 5 38.4 87.9

MBR
|H| = 8 40.1 89.3
|H| = 16 40.3 89.5
|H| = 32 40.5 89.6

Table 4.4 Question generation’s decoding performance of MBR with different |H| size, and
Beam search with different Beam sizes on SquadV2’s test set.

search is incapable of generating higher quality outputs. This is possibly due to the confidence
of the model in its top candidates leading to little change in the answer.

4.1.3 Behaviour of MBR

We have observed the improvements introduced by MBR on all three tasks compared to
Beam Search. Notably, the most significant improvements come from shifting from Beam
Search to MBR with the smallest |H|. Although larger |H| lead to higher scores, the difference
in performance between the biggest and the smallest |H| is smaller than the difference from
Beam search to MBR. This suggests the presence of an upper bound on the performance of
MBR, as simply scaling the hypothesis set will eventually lead to stagnation in the MBR
score.

MBR chooses the safest hypothesis, rather than the one that maximises the evaluation
metric compared to the ground truth. To analyse this behaviour, we present MBR Oracle.
Instead of calculating the MBR score as in Equation 2.6, we now get the score for each
sample as a measure of the utility function with the ground truth (reference hypothesis), and
pick the one with highest score (Equation 4.1). MBR neglects outliers, this property is a
double edged sword, as we are certain not to pick a sample that significantly under-performs
we also are guaranteed to ignore samples that significantly out-perform the rest. The purpose
of the oracle score is to showcase this property. As expected, we can see from Table 4.5 that
for all three tasks the Oracle score is higher than both MBR and Beam search. The Oracle
score validates the importance of the hypothesis set size, as bigger |H| leads to better outputs.



30 Results and Discussion

The MBR procedure generates higher quality outputs for bigger |H|.

yBest = argmax
y∈H

U(y,yre f ) (4.1)

Systems
CNN/DM

RougeL↑ Meteor↑ BertScore↑
StrategyQA

RougeL↑ Rouge1↑ Meteor↑ BertScore↑
SquadV2

Meteor↑ BertScore↑

Beam Search 14.0 25.6 85.6 18.1 25.3 27.0 86.0 38.4 87.9
MBR |H|=32 17.5 26.4 86.3 21.7 28.8 25.0 87.3 40.5 89.6
MBR Oracle |H|=8 19.4 29.4 86.8 23.0 32.2 28.9 87.9 44.6 90.5
MBR Oracle |H|=16 20.0 30.0 87.1 24.8 33.7 29.7 88.1 47.0 91.1
MBR Oracle |H|=32 20.0 31.0 87.4 26.1 35.0 30.0 88.6 48.0 91.5

Table 4.5 Oracle score for all three tasks.

We are now interested in how well does MBR rank the hypothesis compared to the ground
truth. We extract the MBR and Oracle ranking list. While MBR ranks all the hypothesis
based on their expected utility, Oracle ranks them based on their utility with the reference
hypothesis. Table 4.6 shows the Spearman’s rank correlation coefficient for each task’s test
set. While we notice for both question generation and summarization a decent correlation,
question answering shows little to no correlation with the oracle rankings. We will explore in
the subsequent section if this lack of correlation has any effect on preference learning.

Dataset Correlation ↑

Question Generation 0.48
Question Answering 0.05

Summarization 0.44

Table 4.6 Spearman’s rank correlation between the oracle rankings and the MBR rankings of
the hypothesis samples with |H| = 32 across the tests sets of the selected tasks

4.2 Preference optimization with DPO

In the previous section, we showed that MBR decoding with a varying hypothesis set size is
an effective method that improves the evaluation metrics across all three tasks. Despite its
performance, MBR remains prohibitively expensive to run at inference time. In this section,
we will first demonstrate that a model trained with DPO on the BW preference set, extracted
from MBR rankings with |H| = 32, successfully replicates MBR’s performance through a
single decoding pass. Additionally, we examine the effect that different preference sets have
on performance of the post-DPO models.
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4.2.1 Training Statistics for BW split

In this section we align the models using the BW split where each prompt has one preference
pair. πre f is the original model as we do not conduct SFT. In order to check the validity of
the method, we rely on two signals. The first one is improvements on the evaluation metrics
for the post-DPO models, the second one is an increasing positive reward margin (Equation
2.24).
Moreover, to get a deeper insight on how the margin works, we will analyse the reward
progression of both the winning and losing hypothesis. This provides us with knowledge
about the behaviour of each algorithm .

Rewardw = β ∗ log(
πθ (yw|x)

πre f (yw|x)
),Rewardl = β ∗ log(

πθ (yl|x)
πre f (yl|x)

) (4.2)

Summarization on CNN/DM

Table 4.7 shows the post-DPO beam search performance on CNN/DM. We see
marked improvement in all three metrics compared to pre-DPO beam search. For the metrics
that measure semantic similarity wee see that post-DPO models roughly matches the MBR
performance. The β value seems to have little effect on the model. The only noticeable effect
is for RougeL as the bigger the beta the closer the RougeL value is to the pre-DPO beam
search. This lexical diversity observed remains semantically equivalent as both METEOR
and BertScore are very similar across β .

Figure 4.1 shows that the reward margins increase as training progresses. This shows
that the DPO objective of maximizing reward margin is successfully optimized in training.
The reward margins are closely clustered together, this explains the small effect of β on
performance. Looking at the reward progression for both yl Figure 4.2b and yw Figure
4.2a we can see that they both decrease as training progresses, although the reward of of yl

decreases at much higher rate than the reward of yw. We attempt to explain this behaviour in
Section 4.5.
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Systems RougeL ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 14.0 25.6 85.6

MBR
|H| = 32 17.5 26.3 86.2

DPO
β = 0.01 Hallucinating
β = 0.1 15.3 26.0 86.0
β = 0.5 15.0 25.9 86.0
β = 1.0 14.7 26.1 86.0

Table 4.7 Summarization’s decoding performance of Beam search with Beam size = 5 on the
post-DPO model. The second and fourth row show the performance of the pre-DPO model.

Fig. 4.1 Average Reward margin on CNN/DM as a function of the percentage of the epoch
completed for the BW validation set.
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(a) Rewardw

(b) Rewardl

Fig. 4.2 Average Rewards of the winning hypothesis 4.2a and the losing hypothesis 4.2b on
CNN/DM as a function of the percentage of the epoch completed for the BW validation set.
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Question Answering on StartegyQA

Table 4.8 shows us that the performance of the post-DPO models have improved
across all the metrics compared to the pre-DPO Beam Search. METEOR score has seen a
sizable improvement compared to the MBR setup. BertScore for β = 0.1 matches the MBR
BertScore. For β = 0.01,0.1,0.5 the evaluation metric scores are close to each other, we
notice marginal change between them. While we notice a significant drop in performance for
β = 1.0. As β increases πθ remains closer to πre f , this explains the difference in the scores.

Figure 4.3, shows the reward margins as training progresses. The reward margins are
increasing regardless of β , therefore DPO is working. Despite having different β values,
the reward margins are similar in magnitude for β = 0.01,0.1,0.5, explaining why the
models perform similarly. Although, the β = 1.0 system has a higher reward margin it
under-performs compared to the rest. Looking at the winning and losing rewards in Figure
4.4, we see that β = 0.01,0.1,0.5 again yield similar behavior, whereas for β = 1.0, the
winning reward and the losing reward decrease by substantial margins. This may explain
why the low performance of β = 1.0 system compared to systems with other β values.

Systems RougeL ↑ Rouge1 ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 18.1 25.3 27.0 86.0

MBR
|H| = 32 21.4 28.8 25.0 87.2

DPO
β = 0.01 20.4 28.4 28.1 87.1
β = 0.1 20.5 28.5 28.2 87.2
β = 0.5 20.4 28.4 28.5 87.1
β = 1.0 19.0 26.4 27.07 86.7

Table 4.8 Question answering’s decoding performance of Beam search with Beam size = 5
on the post-DPO model. The second and fourth row show the performance of the pre-DPO
model.
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Fig. 4.3 Average Reward margin on StrategyQA as a function of the percentage of the epoch
completed for the BW validation set.
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(a) Rewardw

(b) Rewardl

Fig. 4.4 Average Rewards of the winning hypothesis 4.4a and the losing hypothesis 4.4b on
StrategyQA in function of the percentage of the epoch completed for the BW validation set.
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Question Generation on SquadV2

Table 4.9 shows that the post DPO-models outperform pre-DPO Beam-Search and
MBR scores in terms of Bertscore. While the β = 0.5 model outperforms them in terms of
Meteor.

Figure 4.5 shows the positive increasing reward margins for both systems, therefore
DPO is working. For β = 1.0 the reward margin is significantly higher than β = 0.5, while
it under-performs in the metrics. A closer look at Figure 4.6 we can see that both Rewardw

and Rewardl are smaller for β = 1.0 which leads to a higher margin but worse performance.
Which explains the difference in performance, as yw is more dispreferred. The discrepancy
in the performance of the post-DPO models is expected, as for β = 0.5 the model has more
freedom to deviate from the reference policy, and accurately learn from the preferences.

Systems METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 38.4 87.9

MBR
|H| = 32 40.5 89.6

DPO
β = 0.01 Hallucinating
β = 0.1 Hallucinating
β = 0.5 42.5 90.8
β = 1.0 37.2 89.7

Table 4.9 Question generation’s decoding performance of Beam search with Beam size = 5
on the post-DPO model. The second and fourth row show the performance of the pre-DPO
model.
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Fig. 4.5 Average Reward margin on SquadV2 as a function of the percentage of the epoch
completed for the BW validation set.



4.2 Preference optimization with DPO 39

(a) Rewardw

(b) Rewardl

Fig. 4.6 Average Rewards of the winning hypothesis 4.6a and the losing hypothesis 4.6b on
SquadV2 in function of the percentage of the epoch completed for the BW validation set.



40 Results and Discussion

We have empirically demonstrated that DPO with a preference set extracted from
MBR samples successfully learns the MBR preferences, establishing that unsupervised
preference learning with MBR works on a wide range of tasks. For all three tasks we
observe Rewardw is decreasing, albeit at a lower rate then Rewardl , leading to higher reward
margin. We attribute this phenomenon to the loss aversion property of DPO discussed in
Section 2.2. We will address this in Section 4.5. We also found that lower β values lead to a
better performance, as the model is free to deviate from the reference policy. Moreover the
correlation with the Oracle Ranking has no bearing on the performance. Question answering
on StrategyQA had no correlation and it did achieve higher performance.

MBR chooses the hypothesis based on the lowest risk, we expect that this behaviour
is passed down onto the model. We examine the Box plot distribution of the post-DPO
model over the test set. We aim to notice a tighter distribution, with fewer outliers and a
smaller variance then the pre-DPO model. Figure 4.7 shows that for all three tasks we have a
higher median and less outliers. Observing the variance is less clear form the plots, therefore
we include their values in Table 4.10. Table 4.10 shows that both question answering and
question generation achieve a lower standard deviation, yet for the summarization task
the standard deviation remains slightly higher. Looking at the standard deviation of the
MBR hypotheses gives a deeper insight into this behaviour. The post-DPO models inherit
the limitation of the MBR hypotheses. If MBR successfully generated hypotheses with a
tighter distribution than Beam Search, so will the post-DPO models. In the next section we
investigate the effect of different preference sets.

Systems std ↓

Question Generation
pre-DPO Beam search 2.40
MBR (32) 2.10
post-DPO Beam search 2.00

Question Answering
pre-DPO Beam search 2.00
MBR (32) 1.95
post-DPO Beam search 1.72

Summarization
pre-DPO Beam search 1.40
MBR (32) 1.54
post-DPO Beam search 1.45

Table 4.10 Standard deviation of the test set scores on all three tasks
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(a) Summarization

(b) Question Answering

(c) Question Generation

Fig. 4.7 The Box Plot distribution of the test set scores between the pre-DPO and post-DPO
models using Beam Search with a Beam size = 5.
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4.2.2 Performance of Different Preference Sets

For the summarization task, Table 4.11 shows that the BMW split with β = 0.1 achieved
the highest performance for BertScore and METEOR. It matched the MBR performance in
BertScore and exceeded it in METEOR. Overall, the BMW split shows comparative results
with BW split. On the other hand, we notice a drop in performance across all the metrics for
the models trained on the CPS split. Their performance degrades below the pre-DPO beam
search values. All data splits show the same pattern for CNN/DM, where the β values have
little effect on the performance, as they are all more or less similar on the evaluation metrics.

Systems RougeL ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 14.0 25.6 85.6

MBR
|H| = 32 17.5 26.3 86.2

DPO BW
β = 0.1 15.3 26.0 86.0

DPO BMW
β = 0.1 15.6 26.6 86.2
β = 0.5 14.8 26.6 86.0
β = 1.0 14.9 26.5 86.0

DPO CPS
β = 0.1 13.1 24.8 85.4
β = 0.5 13.2 24.8 85.5
β = 1.0 13.0 24.5 85.4

Table 4.11 Summarization’s decoding performance of Beam search with Beam size = 5 on
the post-DPO models trained on BMW and CPS preference sets.

For the question answering task, Table 4.12 shows that the BMW split with β = 0.01
achieved the highest performance across all metrics, surpassing the MBR scores. Overall,
the performance of both BMW and CPS splits outperform the pre-DPO beam search setup in
both METEOR and BertScore. Although, BMW outperforms CPS for similar β values. Both
CPS and BMW split notice a decrease in performance as β becomes larger. It is expected,
since the bigger the β the less freedom the model has to learn from the preference set.
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Systems RougeL ↑ Rouge1 ↑ METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 18.1 25.3 27.0 86.0

MBR
|H| = 32 21.4 28.8 25.0 87.2

DPO BW
β = 0.1 20.5 28.5 28.2 87.2

DPO BMW
β = 0.01 21.6 29.6 28.5 87.4
β = 0.1 20.1 27.7 28.2 86.9
β = 0.5 19.4 26.9 27.4 86.8
β = 1.0 19.0 26.5 27.2 86.6

DPO CPS
β = 0.01 21.2 28.5 27.1 87.1
β = 0.1 17.2 24.0 27.6 86.2
β = 0.5 17.1 23.9 27.6 86.2
β = 1.0 17.1 23.8 27.4 86.1

Table 4.12 Question answering’s decoding performance of Beam search with Beam size = 5
on the post-DPO models trained on BMW and CPS preference sets.

Concerning the question generation, the previous BW setup had already achieved
better results than the MBR setup. Table 4.13 shows that the enhanced performance observed
previously holds here. As the BMW split with β = 0.5 achieves the highest performance on
BertScore, and β = 1.0 the highest on METEOR. Although, the METEOR metric for BMW
with β = 0.5 might not have been able to handle some more complex structures, that are
semantically similar to the ground truth. The performance on all BMW models surpasses
Beam Search on a pre-DPO model. CPS does deliver improvements over pre-DPO setup, but
these improvements are less significant than the BMW case.

We have shown that the preference set does matter, as we observed improvements using
the BMW split over the BW for all three tasks. In contrast the CPS split under performed
compared to BW and BMW, and in the summarization case it even worsened the generation
compared to the pre-DPO model.

The performance of BMW may be associated with the ability of DPO to implicitly learn
the MBR ranking, and learn exactly what makes one sample better than the other. To visualize
this behavior we plot the average reward margins for the best-middle RewardBM pairs and the
middle-worst RewardMW pairs. Figure 4.8 shows that all three tasks display the same pattern.
All the reward margins are positive and increasing, and RewardMW > RewardBM. This shows
that the model accurately learns to prefer yw over ym, and ym over yl , reflecting the MBR
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Systems METEOR ↑ BertScore ↑

Beam Search
Beam Width = 5 38.4 87.9

MBR
|H| = 32 40.5 89.6

DPO BW
β = 0.5 42.5 90.8

DPO BMW
β = 0.1 40.3 90.3
β = 0.5 42.8 91.1
β = 1.0 44.0 90.8

DPO CPS
β = 0.1 35.5 87.2
β = 0.5 39.5 88.6
β = 1.0 40.2 88.5

Table 4.13 Question generation’s decoding performance of Beam search with Beam size = 5
on the post-DPO models trained on BMW and CPS preference sets.

ranking. In an ideal scenario we would see that both reward margins are equal, since ym falls
in the middle of the MBR ranking. Here we observe that RewardMW > RewardBM. Rather
than maximizing the margin between yw and ym, DPO is maximizing the margin between
ym and yl . We attribute this behaviour to the loss aversion property, that we will explain
in Section 4.5. We can confidently claim that DPO benefits from a more granular dataset,
whose preference pairs reflect the MBR ranking.

Despite CPS, being a more detailed version of BMW, it fails to match the performance
of BW. This phenomenon suggests two things. Either DPO benefits up to a certain point
from additional comparative pairs, or the model needs more epochs to accurately capture the
fine grained distinctions. Due to the computational and time consuming demands of the CPS
split, we leave this exploration to future work.
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(a) Summarization

(b) Question Answering

(c) Question Generation

Fig. 4.8 Average reward margins of the RewardBM (red) and RewardMW (blue) on the test set
of the BMW data split for all three tasks in function of the percentage of the epoch completed.
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4.3 Preference optimization with KTO

In the previous secion, we demonstrated the effectiveness of DPO, and concluded that a
model trained with DPO successfully learns from MBR preference pairs. However, we
observed for all the tasks, DPO’s loss aversion problem indicated by KTO. In this section, we
first examine the performance of KTO on all three tasks for β = 0.1 with the 1:1 preference
set. We, also, investigate KTO’s performance on an extended and unbalanced dataset, to
observe if additional data points provide any improvements. Finally, we will explore the
effect of different β values on the performance.

4.3.1 Performance of KTO with β = 0.1

We chose β = 0.1 to first probe the performance of KTO, as Ethayarajh et al. [16]
recommends that this β value achieves optimal performance. A 1:1 preference set is the
closest setup to DPO, as it uses the same samples present in the BW setup. Namely, the N
preference pairs that form the BW split were separated into 2N samples. Looking at Tables
4.14, 4.16, and 4.15, we notice a pattern across all three tasks. KTO at best matches the
performance of DPO with the BW split. It matches its performance in terms of BertScore
for the summarization task, while slightly under-performing on the question generation and
answering tasks.

For all three tasks KTO with an unbalanced dataset split, under-performs compared
to the 1:1 split. Both METEOR and Bertscore decrease as the imbalance gets bigger. This
observation shows us that for these tasks KTO cannot leverage the abundance of rejected
samples. On the contrary, it lowers the performance.

Adding additional positive samples, albeit of lower quality, matches or slightly under-
performs compared the the 1:1 split. Ethayarajh et al. [16] pointed out that one of KTO’s
property is that the algorithm does not learn from positive samples with relatively small
reward. In other words, if it is too difficult to learn what makes this sample desirable the
KTO algorithm will not learn from it. This might be the reason why these lower quality
additional positive examples did not impact positively the performance.

To analyse the behaviour of KTO as training progresses we plot the reward margins, the
reward of the desired samples Rewardd , and the reward of the undesired samples Rewardu.
Figure 4.9 shows that the margin is positively increasing. The KTO objective of increasing
the reward of the desirable samples and decreasing the reward of the undesirable ones is
successfully working. We do notice significant stagnation in the Margin for both question
answering and summarization, and the margins are considerably smaller than their DPO
counterpart. Figure 4.10a shows that the reward associated with the desirable hypothesis
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(previously the winning) are positive and non decreasing, and the rewards for the undesirable
samples are negative and decreasing.

The notable difference between KTO and DPO’s reward progressions is that the winning
hypothesis has its reward increase under KTO, while its reward decreases under DPO. Both
algorithms reduce the losing hypothesis’s reward, but in DPO it decreases at much higher
rate.

Systems RougeL ↑ METEOR ↑ BertScore ↑

DPO BW
β = 0.1 15.3 26.0 86.0

DPO BMW (Best)
β = 0.1 15.6 26.6 86.2

KTO β = 0.1
split = 1:1 15.2 26.7 86.0
split = 1:2 14.3 26.8 85.8
split = 1:3 13.4 22.2 83.2
split = 1:4 15.2 22.3 85.0
split = 3:3 15.0 26.5 86.0

Table 4.14 Summarization’s decoding performance of Beam search with Beam size = 5 on
the post-KTO models trained on the difference preference sets.

Systems RougeL ↑ Rouge1 ↑ METEOR ↑ BertScore ↑

DPO BW
β = 0.1 20.5 28.5 28.2 87.2

DPO BMW
β = 0.01 21.6 29.6 28.5 87.4

KTO β = 0.1
split = 1:1 19.7 27.6 28.6 87.0
split = 1:2 20.8 29.0 27.4 86.9
split = 1:3 20.8 29.0 27.5 86.8
split = 1:4 Hallucinating
split = 3:3 20.2 28.5 27.0 86.8

Table 4.15 Question answering’s decoding performance of Beam search with Beam size = 5
on the post-KTO models trained on the difference preference sets.
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Systems METEOR ↑ BertScore ↑

DPO BW
β = 0.5 42.5 90.8

DPO BMW
β = 0.5 42.8 91.1

KTO β = 0.1
split = 1:1 44.0 90.0
split = 1:2 43.3 89.5
split = 1:3 43.2 89.4
split = 1:4 43.1 89.3
split = 3:3 42.3 89.5

Table 4.16 Question generation’s decoding performance of Beam search with Beam size = 5
on the post-KTO models trained on the difference preference sets.

Fig. 4.9 Average Reward margin on the three tasks as a function of the percentage of the
epoch completed for KTO trained models with β = 0.1 and 1:1 data split.
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(a) Rewardd

(b) Rewardu

Fig. 4.10 Average Rewards of the yd 4.10a and yu 4.10b on the three tasks in function of the
percentage of the epoch completed for KTO trained models with β = 0.1 and 1:1 data split.
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4.3.2 Performance for different β

In the previous section we demonstrated that both algorithm successfully leverage the
MBR rankings to align the models. Although for β = 0.1, KTO either matches or slightly
under-performs the DPO results. In this section, we examine if different values of β lead
to a better performance. We will only train the subsequent KTO models on 1:1 split, as it
outperformed all the others.

Looking closely at Tables 4.17, 4.19, and 4.18 we see very little difference between
different β values. Therefore, the previous observation on KTO’s performance compared to
DPO stands. On a deeper level, for the summarization task Table 4.17 Bertscore remains
unchanged, while METEOR decreases as β increases. Moreover, from Table 4.18 we see a
slight decrease in both BertScore and METEOR as β increases. While, BertScore decreases
and METEOR marginally increases for the question generation task (Table 4.19). After
thorough investigation into KTO, we fail to observe the claimed improvements on evaluation
metrics that Ethayarajh et al. [16] obtained for different tasks. This contradiction might be
due to the nature of the MBR data, we aim to answer this in Section 4.6.

Systems RougeL ↑ METEOR ↑ BertScore ↑

DPO BW
β = 0.1 15.3 26.0 86.0

DPO BMW (Best)
β = 0.1 15.6 26.6 86.2

KTO split=1:1
β = 0.01 15.0 27.0 86.0
β = 0.1 15.2 26.7 86.0
β = 0.5 15.2 26.0 86.0
β = 1.0 14.8 26.0 86.0

Table 4.17 Summarization’s decoding performance of Beam search with Beam size = 5 on
the post-KTO models trained on 1:1 split with different β values
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Systems RougeL ↑ Rouge1 ↑ METEOR ↑ BertScore ↑

DPO BW
β = 0.1 20.5 28.5 28.2 87.2

DPO BMW
β = 0.01 21.6 29.6 28.5 87.4

KTO split=1:1
β = 0.01 21.4 30.0 28.2 87.1
β = 0.1 19.7 27.6 28.6 87.0
β = 0.5 20.6 28.5 27.0 86.9
β = 1.0 20.8 29.0 27.1 86.9

Table 4.18 Question answering’s decoding performance of Beam search with Beam size = 5
on the post-KTO models trained on 1:1 split with different β values

Systems METEOR ↑ BertScore ↑

DPO BW
β = 0.5 42.5 90.8

DPO BMW
β = 0.5 42.8 91.1

KTO split=1:1
β = 0.01 Hallucinating
β = 0.1 44.0 90.0
β = 0.5 44.1 89.1
β = 1.0 44.2 89.3

Table 4.19 Question generation’s decoding performance of Beam search with Beam size = 5
on the post-KTO models trained on 1:1 split with different β values
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4.4 KL-divergence

One way to evaluate how far a model diverges from the reference given it’s β value, would
be to estimate the KL divergence on the generated samples from the post-DPO and post-KTO
models like in Equation 4.3, where N is the number of samples in the test set.

KL =
1
N

N

∑
i

log(
πθ (yi|x)

πre f (yi|x)
(4.3)

We could then estimate which alignment method is more efficient, since we could
compare the metric performance with respect to the KL-divergence. We would aim to see
higher/equal performance for lower KL. This would mean that the model learns from the
preferences without excessively drifting from the reference model.

While estimating the KL values for the DPO models, we notice that most of them are
negative. Since the DPO models reduce the rewards of the winning hypothesis rather than
improving it, we obtain for the majority of the generated samples a πre f (yi|x) > πθ (yi|x),
which leads to a negative KL. Therefore, estimating the KL divergence for DPO models
is not feasible through the limited samples we generate. On the other hand, since KTO
improves the reward of the generated samples we do not observe this estimation problem. For
reference we report the KL-divergences of all KTO models for the three tasks. From Table
4.20 we can clearly see that the lower the β the higher the KL-divergence. Therefore, we can
experimentally validate that with lower betas the model drifts more from the reference.

Systems KL-divergence

Question answering
β = 0.01 14
β = 0.1 13
β = 0.5 8.12
β = 1.0 6.2

Summarization
β = 0.01 42
β = 0.1 36.19
β = 0.5 30.2
β = 1.0 30.04

Question generation
β = 0.1 12.4
β = 0.5 12
β = 1.0 11

Table 4.20 KL-divergence of KTO trained models for all three tasks.
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4.5 Loss aversion

Using DPO, we observe for all three datasets that the reward margin is increasing, but
both rewards for the winning and losing hypothesis decrease. The reward for the losing
hypothesis decreases at a much higher rate, which leads to a positive margin. As DPO’s
objective is to maximize the reward margin, it is prioritizing decreasing the Rewardl rather
than increasing Rewardw. DPO is also decreasing Rewardw and making it less likely for
the winning hypothesis to be generated. DPO is therefore avoiding to learn what makes
the hypothesis desirable, it is rather focusing on preventing risky hypothesises from being
generated.

It could be that the winning hypothesis as picked by MBR cannot be learned from so
DPO focuses on reducing the reward for the losing hypothesis. But as we saw from KTO,
the progression of the Rewardd is positive and increasing. KTO with λd > λu [16] is a gain
sensitive algorithm that prioritizes learning what makes the sample desirable, rather than
trying to avoid generating undesirable outputs. Therefore, it successfully assigns higher
Rewardd as training progresses.

We find that the loss aversion property does not necessarily lead to a lower performance.
It, in fact, can be positive as the model learns to avoid high risk hypotheses, like outliers that
negatively affect the mean metric performance. And as we observed, DPO outperformed
KTO on all datasets.

4.6 KTO or DPO ?

KTO relies on a signal that the sample is desirable or not. Therefore, the quality of each
sample should clearly reflect why it is suitable or not. When choosing these samples from
MBR, we base our choice on the lowest risk rather than the highest performance under the
metrics. We cannot claim that most of the undesirable samples chosen by MBR contain clear
errors, that would allow KTO to leverage them. The notion of risk is not represented in the
KTO loss while it is in DPO’s loss, as it contains πθ (yw|x) and πθ (yl|x). Preference pairs
are, therefore, a blessing in disguise. They provide the model with a way to learn the notion
of risk, that KTO is oblivious to.

Ethayarajh et al. [16] states that KTO does not learn from negative samples that are hard
to learn from. KTO ends up ignoring samples that are hard to learn what makes them bad. In
our case the notion of risk is hard to identify from a sample on its own. As the decision for
rejected sample was not made on the quality of the sample it self, rather in comparison to
another.
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Ethayarajh et al. [16] states that their is a potential for KTO to under-fit datasets
with little noise and intransitivity, and that DPO might perform better. In other words,
for a preference set extracted by humans, it is inevitable that two human annotators have
conflicting preference. One might prefer y1 over y2 and the other the opposite. This set
of contradictions is the intransitivity and noise of the data. In our case, our preference
dataset has no intransitivity. Therefore, KTO runs the risk of under-fitting on preference
data extracted through MBR. Whilst we cannot assert that KTO has under-fit, as it provided
improvements over the pre-KTO models.

Empirically we have seen that DPO outperforms all KTO models. And because of
properties of the MBR data that we are using, that do not favor KTO. We can confidently
assert that DPO is more suited to MBR preference data.

4.7 Summary

In summary, we presented our results showcasing the effectiveness of MBR with bigger
hypothesis sizes. We proved that aligning models from preference data extracted through
MBR, works on a wide range of tasks and across optimization algorithms. We presented
an explanation why the BMW split performs the best, as it allows the model to inherently
learn the MBR ranking. Additionally, we provided an explanation based on empirical data
for the loss aversion phenomenon that DPO suffers from. Finally, we compared KTO, a
gain sensitive optimization method, with DPO and explained why given the properties of the
MBR dataset KTO under-performs compared to DPO.



Chapter 5

Future Work

We have shown the efficacy of unsupervised preference learning on our three selected tasks.
Although it is a promising line of work, much remains to be addressed and explored.

1. Dataset restrictions: Due to dataset limitations, we used the training set to build pref-
erence pairs for both the question generation and question answering tasks. The models
might have been exposed to these datasets during training. Therefore, investigating
this method on larger datasets could be a useful avenue to explore.

2. Pair selection methods: Our results showed that the model benefits from pairs that
reflect the MBR rankings. Examining the number of preference pairs, after which the
model’s performance degrades/stagnates regardless of training time, is an interesting
avenue of research.

3. Using Variations of MBR: Classical MBR has shown remarkable performance. As
highlighted in Section 2.1.3 work has been conducted on improving various aspects of
MBR. An investigation into the performance of these methods coupled with preference
learning is a promising area yet to be explored.

4. Which alignment method to use: As we showcased in our project, KTO does not
work as well as DPO on MBR data. There have been a flurry of new preference
algorithms, that aim to improve on DPO. Future work could include a more rigorous
investigation into which algorithm suits MBR preference data the best.

5. Beyond Preference Pairs: The Bradley-Terry model operates on pair-wise comparison
only. Development of preference algorithms that go beyond pairs, leveraging a fully
ranked list of candidates has been burgeoning in the literature. As MBR outputs a
ranked list of candidates such algorithms are well suited to make the most out of the
MBR data.
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6. MBR on top of post-aligned models: Since MBR enhances the decoding performance
of pre-aligned models, it could be that it also enhances the decoding performance of
post-aligned model. Investigating if further alignment of the post-aligned models on
MBR data extracted from the post-aligned models enhances the single pass decoding
performance. And analysing if this method has a ceiling, beyond which further
alignment does not benefit the model.



Chapter 6

Conclusion

In this project we explored whether Preference optimization with a preference set gener-
ated from the MBR ranking works on three natural language generation tasks: Summarization
on CNN/DM, Question Generation on SquadV2 and Question Answering on StrategyQA.

We first establish that MBR decoding out-performs Beam Search on all three tasks.
Then, we demonstrate that DPO can be applied to learn from the MBR preference data.
Our post-DPO systems match pre-DPO MBR performance with beam search, a single-pass
decoding algorithm.

In addition, we experimented with KTO showing that it also benefits from a dataset com-
piled from MBR rankings. Although we did not notice the advertised superior performance
over DPO, post-KTO models outperform non-aligned ones. We attribute KTO’s inferior
performance, compared to DPO, to the properties of the MBR data. Specifically, the ranking
is not based on the quality of the samples, it is based on the notion of risk in comparison to
other samples. KTO, whose loss does not incorporate direct comparison, is ill-suited to learn
from this MBR data.

We conduct extensive ablation study on the effect of key decoding hyper-parameters.
Firstly, we find that increasing beam size does not help improve performance on summa-
rization and question answering. Additionally, increasing the MBR hypothesis set from 8
to 16 to 32 yields diminishing performance gain. Significant improvements are seen when
transitioning from Beam Search to MBR with a hypothesis set of 8. We also observed that
the output obtained through Oracle ranking consistently outperformed the MBR output by a
significant margin. This showcases the MBR property to ignore outliers and select the safest
option.

We analyze the effect of DPO and KTO hyper-parameters. In particular, we show that
the preference set selection strategy matters for both DPO and KTO. For DPO, the BMW split
outperforms all others. The BMW split enables the model to learn the MBR ranking from
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the dataset. Moreover, the CPS split under performed across all three tasks. An interesting
line of work would be to identify why given more preference pairs DPO under performs.
For KTO, a 1:1 split leads to the best performance, additional lower quality samples did
not benefit the algorithm, and additional rejected samples degraded the performance of the
post-KTO model. We consistently find that the smallest, non-hallucinating beta value leads
to the best-performing models on all three tasks.

Through a close analysis of the individual reward progression for the winning/losing hy-
potheses of the evaluation set during training, we identify the loss aversion property of DPO
as identified in the literature. DPO is emphasizing on avoiding to generate risky hypothesis
rather than incentivizing the generation of safe hypothesis. Remarkably, the loss aversion is
not detrimental to the performance of the post-DPO models.
To summarize, we:

1. Show that the MBR+Preference Optimization methodology works on Summarization,
Question Answering and Question Generation for both DPO and KTO (Sections 4.2,
4.3).

2. Analyze the effect of key decoding hyper-parameters for beam search and MBR on the
three tasks (Section 4.1.2).

3. We inspect the behaviour of the MBR ranking compared to the Oracle ranking in
Section 4.1.3.

4. Study the DPO/KTO performance with different preference set selection strategy
(Sections 4.2, 4.3.1) and with varying degrees of regularization (Sections 4.2, 4.3.2).

5. We showcase the loss aversion property of DPO in Section 4.5.

6. We explain why MBR data is ill suited for KTO (Section 4.6).
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