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OBJECTIVES

The paper is concerned with the propagation of
uncertainty through RNNs. The main objectives
are the following:
•Combine the advantages of SSMs and RNNS.
•Model the sequential dependence of stochastic
layers in temporal VAEs.

Introduction

RNNs capture non-linear dependencies in temporal
data, but do not model uncertainty. They have been
extended to include latent variables, but the sequen-
tial nature of these variables is not modeled [1].
SSMs explicitly model the dependence in the hid-
den state. However, they are difficult to train and
are restricted to simple distributions. This paper
unifies the two approaches, producing a RNN with
sequential stochastic layers.

Stochastic Recurrent Neural
Networks

The SRNN is a generative model over sequences that
stacks an SSM on a RNN, and is defined as :
pθ(x1:T , z1:T ,d1:T |u1:T , z0) =

T∏
t=1
pθx(xt|zt,dt)pθz(zt|zt−1,dt)pθd(dt−1,ut)

(1)

Where the generative distributions pθx, pθz are pa-
rameterized by neural networks, and

pθd(dt|dt−1,ut) = δ(dt − d̃t) (2)

is a deterministic function parameterised by a GRU.

Figure: Graphical model depiction of (left) generative model
and (right) inference network of an SRNN.

Variational Inference for SRNNs

Variational Inference (VI) is employed for training
the SRNN. We introduce the approximate distribu-
tion qφ over the latent variables z, and note that d
is deterministic:

qφ(z1:T ,d1:T |x1:T ,u1:T ) = qφ(z1:T |d̃1:T ,x1:T , z0)
(3)

Where the inference network is also parameterized
by a neural network. The evidence lower-bound
(ELBO) for a complete sequence is then:

Fi(θ, φ) = Eqφ
[
log pθ(x1:T |z1:T , d̃1:T )

]
− KL

(
qφ(z1:T |d̃1:T ,x1:T )‖pθ(z1:T |d̃1:T )

) (4)

We can encode the temporal dependence into the
inference network as well:

qφ(z1:T |d̃1:T ,x1:T ) =
t∏
qφ(zt|zt−1,at) (5)

where at = gφa(at+1,dt,xt) is parameterized by a
backwards-in-time GRU. The generative and infer-
ence networks now both factorize over time steps.
Expressing the ELBO as a sum over time steps:

Fi(θ, φ) =
∑
t
Eqφ(zt−1)Eqφ(zt|zt−1)

[
log pθ(xt|zt, d̃t)

]
− KL

(
qφ(zt|zt−1, d̃1:T ,x1:T )‖pθ(zt|zt−1, d̃t)

)
(6)

where we can express the marginal approximate dis-
tribution recursively as:

qφ(zt−1) = Eqφ(zt−2)

[
qφ(zt−1|zt−2, d̃t−1:T ,xt−1:T )

]
(7)

The AEVB algorithm and reparameterization trick
[2] can then be applied for joint learning of the model
parameters θ and inference network parameters φ.

Experimental Results

(a) ELBO values across architectures (b) ELBO curves for varying dimensions of z (left) and d (right)

(c) Reconstruction of midi files (d) Cross-entropy of different datasets and dimensions of z

Experimental Setup

We trained the SRNN on polyphonic music of vary-
ing complexity. We then used a separated testing
set to measure the ELBO of different SRNN archi-
tectures, namely for z ∈ R(2,10,25,50,100,200) and for
d ∈ R(50,300,500).
Figure 1d shows the average cross entropy for the
held-out test data as a function of the different
datasets and stochastic variable dimension. These
values correlate strongly with the average log likeli-
hoods obtained.

Discussion

•SRNN propagates uncertainty through time,
producing state-of-the-art results in modeling
polyphonic music. We hypothesize that for music
generation this may be especially beneficial.

•Comparing performance across models is difficult
due to the intractability of the log-likelihoods.

Future Work

• Implement a standard RNN and a VRNN [1],
perform the same experiments and compare
results with SRNN.

•Use SRNN as a predictor for music generation.
•Combine SRNN and reinforcement learning [3], to
improve performance for music generation.
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