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“Learning the parts of objects by non-negative matrix factorization” applies the 

method of matrix factorisation in a non- negative setting. The paper  finds that the 

added non-negative constraint in a dimensionality reduction type of problem re-

sults in a representation by parts form of learning, as opposed to a linear combi-

nation of the data set (from e.g. VQ or PCA).  

 

This paper was seminal in igniting research into this area and in particular, they 

highlighted the possible links to human memory and perception, which as they 

say, could be thought as parts-based representational learning: “There is psycho-

logical and physiological evidence for parts-based representations in the brain, 

and certain computational theories of object recognition rely on such representa-

tions.” 

 

Note: Formulae's for both methods are provided in Formulae’s corner. Please go over these 

and ensure that these are understood before progressing.  

Replicating Results (1) 
NMF Decomposition of Images 

 

The  figure on the right are the grid results from NMF.  

 NMF results have representational feel 

 Most prominent features are highlighted first:  

 Eyes 

 Nose  

 The T-zone area 

 Cheeks.  

 

 Encoded images are sparse, large black regions. 

 These basis images can have a sparse representation of 

features because they are non-global features.  

 Different types of each feature can also be captured by 

NMF. This is because the different columns of the 

weight matrix capture different features and given the 

non-negativity constraint, images can only be recon-

structed through additive processes, which is how NMF 

learns a parts-based representation. 

PCA Decomposition of Images 

 

The  figure on the right are the grid results from 

NMF.  

 Same Initial “V” Matrix as NMF 

 PCA constrains the matrix to be orthogonal 

 Decomposed Images are a linear combination 

of images in the dataset,. 

 Encoded images have no non-negativity con-

straint, but results of the orthogonal-

decomposed matrix makes little sense: 

 The blurry type of images that are created are often refer-

enced as ‘eigenfaces'  

 'Eigenfaces' are the decomposed images in the direction of 

largest variance. Few of the images have an obvious visual 

interpretation - if anything, none do. 

Deriving an “Average Looking Person” from the dataset 

As a quick extension, we thought it might be interesting to derive the average looking face from the dataset that we were using, by using 

the following constraint: 

 W = N x r, where r is constrained to be 1 feature.  

 The figure on the right is an implementation of Topic Mod-

elling on the a given set of semantic features from a da-

taset taken from the Encyclopaedia Britannica.  

 We ran with 450 semantic features (columns of W).  

 As these vectors are high dimensional (of length of 1,444), 

we picked the weights for 4 features with highest weights. 

 In this table, each of the semantic features is represented 

by a list of ten words with the highest frequency. The num-

bers in this table correspond to the weights for the corre-

sponding semantic features. 

 Note that this  final word count vector was approximated by 

a superposition that gave high weight to the upper two 

semantic features, and lower weight to the lower two. 

 PCA is the orthogonal linear transformation of a coordi-

nate system such that the data with the greatest vari-

ance comes to lie on the  first coordinate by some pro-

jection. 

 The basic process to run principal component analysis 

has been written on the right hand side, where the co-

variance matrix is first decomposed, following by then 

deriving the eigenvalues of the covariance matrix.  

 From here, existing data is amended to make it orthog-

onal and to highlight key features.  

 NMF is the process by which we decompose a ma-

trix into two other matrices, following the example of 

the first image and the first equation.  

 NMF does not have a closed form solution, so re-

quires the maximisation of the given objective func-

tion.   

 There is also a constraint on the number of features 

that we can attempt to model, such that the following 

relation must hold: (N+M)*r<N*M, where r is the 

number of features.  

 Using the final update equations, we employ the 

method of steepest descent to converge to the local 

maximum.   

 Note: the exact form of the object function is not as 

crucial as the non-negativity constraint for the suc-

cess of this method 
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The above is a visual implementation where starting from the initial matrix V that contains all the information regarding the pixels and im-

ages, these are then decomposed into the W and H matrices, where we limit the number of features to 1 (r=1).  

NMF And Topic Modelling 


